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1  EarthProbe TOMS Spacecraft and Instrument

1.1 The EarthProbe Mission Spacecraft

The Earth Probe spacecraft is the third platform to host a Total Ozone Mapping Spectrometer (TOMS) as part of NASA efforts to monitor ozone on a global scale. Earth Probe's predecessors, the Nimbus-7 and Meteor-3 TOMS, had provided global coverage of ozone from October 31, 1978 through December 28, 1994, when the failure of Meteor-3 caused a lapse in TOMS data continuity. On July 2, 1996 Earth Probe was launched to resume NASA's efforts to monitor ozone with a global mapping mission.

The Total Ozone Mapping Spectrometer (TOMS) was the sole instrument aboard the Earth Probe spacecraft when it launched. Earth Probe was initially placed in a 500 km orbit with a higher spatial resolution of measurement but allowed sampling of a smaller fraction of the Earth each day. Global daily coverage was to be provided by another TOMS, flown on the ADEOS spacecraft at a higher altitude. ADEOS TOMS failed soon after launch, however, and Earth Probe TOMS (EP-TOMS) was moved to a 739 km orbit to increase coverage to 90% of the Earth each day (Figure 1.1 and 1.2). The orbit boost was performed from December 4 to 12, 1997. 

The EP-TOMS data record begins with the first acquired scans on July 16, 1996, orbit 216.  Normal science operations began on orbit 339 on July 25, 1996.  Orbits 339 through 7902 were at 500 km altitude. The 739 km data record begins with orbit 8038.

EP-TOMS is in a polar orbit, which enables measurements over the entire Earth and in particular at the poles where ozone measurements are of greater interest. The satellite ascends from south to north across the equator during the sunlit portion of each orbit. The spacecraft day is defined according to Greenwich Mean Time. Orbital parameters are listed in Table 1.1 for the period before and after the orbit was raised.

	
	Original Orbit
	Raised Orbit

	Dates
	7/25/1996-12/4/1997

	12/12/1997-present

	Altitude
	500 km 

	739 km

	Orbital Period
    
	94.7 min.
	99.7 min.

	Orbits per Day
	15.2

	14.4

	Table 1.1. Orbital parameters for the original and raised EP-TOMS orbits.


EP-TOMS is in an apparent westward trajectory with respect to the planet’s surface due to the rotation of the Earth. Data for each day therefore fill from east to west (clockwise when viewing down at the north pole), as shown in Figures 1.3 and 1.4.

[image: image3.wmf]
Figure 1.1 Global ozone image showing coverage of the Earth with EP-TOMS in 500 km orbit.

[image: image4.wmf]
Figure 1.2 Image of EP-TOMS global Earth coverage after orbit was raised to 739 km.
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	Figure 1.3. Global map of partial day of ozone data from TOMS, showing orbital tracks

and locations of the Date Line (180°) and Greenwich (0°) meridians. The spacecraft is on Greenwich Mean Time (GMT), and the start of a day of data at 00:00 GMT can be seen at the local equatorial crossing time GMT, approximately 11:07 AM for this day in 2002.


[image: image6.wmf]
Figure 1.4. Northern hemisphere TOMS data with sub-satellite orbital tracks overlaid.

1.2 The TOMS Instrument

The TOMS instrument aboard Earth Probe measures the Earth's radiance at six 1 nm bands in the near ultraviolet. Ozone strongly absorbs the shortest three wavelengths; the longer three are less absorbing. The TOMS retrieval algorithm uses ratios of these wavelengths to determine total column ozone. Surface reflectivity, aerosol load, and ultraviolet exposure are also derived from the radiance measurements.  Data are collected as the instrument scans from 51 degrees to the left of nadir to 51 degrees to the right in three-degree steps across the orbital track, for a total of 35 measurements. Each of these steps is called a scene.  The scenes are numbered 1 to 35, where, while ascending, scene 1 is far left, scene 35 is the far right, and scene 18 is nadir looking.  The spatial resolution at nadir in the 739 km orbit is approximately 40 km². 

The TOMS instrument operates in one of several modes at any given time. In general, a mode is comprised of an initial hardware configuration, a science data format, and a sequence of operations executed until another mode change is initiated.

TOMS has eleven operational modes which can be categorized as “scan or standby”, several calibration modes, a direct control mode, and several modes to control and test the microprocessor and memory.  Modes are described in detail in the TOMS FM-3 Instrument Manual (Slater, 1996). Those most frequently activated in operations are summarized in Table 1.2.

	Mode
	Description

	Standby
	Instrument hardware is configured but no data are collected. Scanner is stowed. Instrument is in Standby mode for most of Earth night.

	Scan
	Operational mode for measurement of atmospheric backscattered UV radiance.

	Solar Calibration  (SCAL)
	Measures the UV radiance of the sun.

	Wavelength Monitoring  (WMON)
	Used to monitor the spectral stability of the instrument.

	Electronic Calibration  (ECAL)
	Monitors the functioning of the instrument circuitry and electrometer that receive signal from the photo multiplier tube.

	Reflectance Calibration  (RCAL)
	Used to monitor the reflectance of the instrument's diffuser.


Table 1.2. Common Operational Modes for TOMS and their General Descriptions.

Two of the modes, RCAL and SCAL, use the instrument's diffuser.  The diffuser has three surfaces: the reference, working, and cover diffuser. The reference and working diffuser are used for calibration, while the cover diffuser is exposed at all other times.  TOMS is usually in scan mode during the Earth day and standby mode during Earth night. 

2 Hardware and Environment

EP-TOMS data processing is supported by a collection of hardware and networks that enable the production and distribution of the TOMS data products. The operator must have a good level of familiarity with the architecture and functioning of the network in order to properly understand the processing system as a whole, and to swiftly address problems which might interrupt processing.

In simple terms, the physical processing system is comprised of processing workstations and servers, a number of devices for the storage of data, and the networks that enable the transfer of data between them and between the processing system and external entities.  The hardware is the backbone on which the processing software moves raw data down the processing chain, ultimately transforming it into science data products that are useful to the research and operational community.

2.1 System Computers

Three Silicon Graphics (SGI) computers handle the processing and distribution of EP-TOMS data.  All are running IRIX 6.5, the latest version of the SGI variant of UNIX and have 512 megabytes of memory.  In all the machines, the processors are R12000 series chips. The machines are housed in building 33 at Goddard.

Under normal conditions, processing is done on the tparty workstation.  Once processed, science data are copied to jwocky, the TOMS web and FTP server, where the products are available to the outside world.  The third machine, wrabbit, is configured to perform calibration operations and serves as a backup for data processing if tparty should fail.  Table 2.1 summarizes the specifications of these three machines.

	Machine Name
	Purpose
	Processors
	Memory

	tparty
	Data processing
	2  x 300 MHz 
	512 MB

	jwocky
	web/FTP server
	2  x 300 MHz
	512 MB

	wrabbit
	calibration, backup data processing
	2  x 195 MHz
	512 MB

	Table 2.1 Specifications of EP-TOMS workstations. 


In addition to their role in data processing and distribution, at times the machines are also used for data analysis and reprocessing; considered here to be outside the normal data production operations.  In most cases, timely data production takes priority over other activities that would unduly burden the machines. In any event, if machines are loaded with extra work concurrent with data processing, the consequences are limited to a reduction of processing speed while the CPU and disks are divided amongst the tasks.

The system administrators apply patches and upgrades to software regularly and these updates may affect processing, either by making a system temporarily unavailable for a period during installation of the patch, or through an error in EP-TOMS software execution because of the changed system/software environment. While the upgrade events are announced well in advance, the predicted duration of system down time during upgrades may be an underestimate, particularly if problems are encountered during the update.  

The response to an event that will interrupt processing depends on the nature of the problem and expected time until a normal operations schedule can resume.  Processing may be paused while troubles are fixed, or the decision may be made to shift operations to the backup processing system on wrabbit. In all cases, decisions that affect production should be made by the responsible ATR and the TOMS PI at NASA.

All parties that access the servers should be made aware of a system failure that would prevent data delivery or processing.  These parties include the EP-TOMS science team, the 916 software management team, the TOMS Mission Operations Center (TMOC), which delivers the raw science data, the Flight Dynamics Center (FDF), which delivers ephemeris data, and individuals at NOAA to whom EP-TOMS data are made available by agreement. Contacts for these parties are listed in Appendix F. If the problem persists, a note should be posted on the website which tells the greater user community about the processing interruption.

The processing machines are maintained by system administrators at Goddard who ensure that the hardware is functioning properly and that the systems are kept running efficiently and securely. They are also responsible for disk management and user account administration.  The system administrators are generally contacted for information about the system or to report a problem.  Requests for changes to the TOMS software or any part of the TOMS NRT processing system should be made to the ATR and the TOMS software manager. Changes, once approved, will then be directed to the system administrator by the ATR.

2.2 User Accounts

Accounts and permissions are managed on the TOMS processing systems to safeguard the software and data from accidental or intentional malfeasance.  The TOMS production system operator must be aware of a number of user on the EP-TOMS data production system, each with different levels of access and responsibility.  

The primary operator of the TOMS production system uses the tomsprod user account.  This user has the greatest freedom on the TOMS production system and is the only authorized user on the tomsprod account. When data are automatically processed by the system, it is done under the tomsprod account.  tomsprod is also the only user who can execute the processing software in a standalone manual fashion. Whenever using the tomsprod account it must be understood that the whole processing system can be affected catastrophically by one’s actions.  Accidental deletion of data can often be recovered by restoring from backup tapes made by the system administrators, but this is a situation one wants to avoid.  The tomsprod account privileges should only be used sparingly to fix predetermined problems or process data. tomsprod should never be used as a user’s default account.  

The account tomsmgr, held by the manager who is responsible for the TOMS software, owns the TOMS data processing source code, and permissions are restrictive such that only tomsmgr can modify the source. This policy ensures the integrity of the source code.  The tomsmgr account is used only rarely, on the occasions when source code must be modified. When this need arises, the person who holds the tomsmgr account should be contacted to make the change.

Another type of user is one who belongs to a group called tomsprod.  Members of the tomsprod group can read and write data in the output directories of the production system, but cannot execute the TOMS production software because they are not the tomsprod user.  The members of this group are generally individuals involved in EP-TOMS production, monitoring, and scientific analysis who need access all TOMS data, not just the final output made available to the public at large.

The last group of users is the general public, who are given access to the final data products via the internet for their desired scientific and operational uses.  The access is achieved with the use of anonymous FTP and HTTP on the website, which allows read-only access to files in directories on jwocky that contain final data products, images, and information about EP-TOMS.

2.3 The Network

The computers used for EP-TOMS data processing are on the Goddard network, which is accessible from the internet.  Several disks are mounted on each machine. Some of them are mounted with the Networked File System (NFS) and therefore accessible from any of the workstations without logging into a specific computer. This arrangement is sometimes called “cross-mounting”.

Network security is of great concern at the Goddard Space Flight Center.  An unauthorized intrusion into any system can cause great harm.  The computers that run the EP-TOMS data processing are managed according to Goddard security guidelines that aim to minimize the risk of network break-ins.  Non-secure communication protocols such as FTP, telnet, rsh, and rcp cannot be used to access computers. The secure shell protocol, ssh, must be used to log on to a computer on the network. The secure equivalents to FTP and rcp, secure FTP (SFTP) and secure rcp (scp), should be used to transfer files between Goddard computers and beyond the Goddard firewall.  Secure FTP (SFTP) is used to transfer data to the data processing system from TMOC and FDF.  Data products and information are distributed to the greater community beyond the Goddard network via anonymous FTP and HTTP. 

3 TOMS data

The data that the EP-TOMS data processing handles and generates can be categorized into five classes: spacecraft data, ephemeris data, instrument data, auxiliary data, and calibration data.  This chapter will provide general information on the system data that will be of benefit in later chapters when the processing activities are discussed. More information about the data files, including formats, are provided  in the EP-TOMS Programmer's Guide.

3.1 Spacecraft data

Spacecraft data contains information such as temperatures, voltages, and spacecraft attitude. These parameters are recorded to monitor the health of the spacecraft, which is essential to ensure that the TOMS instrument can operate without disruption.  Great amounts of spacecraft data are collected, however they undergoe rather little processing in the EP-TOMS data system. Consequently, the spacecraft data products are few in number. 

Spacecraft Level 0

Both spacecraft and instrument data are stored aboard the spacecraft on a solid-state recorder until they are down-linked to one of several receiving stations. From there, the data are transferred from the receiving station to TMOC where the raw data are preprocessed into a word-aligned format.  These preprocessed data are designated level 0 data and is the format that is delivered to the TOMS data processing system. 

Spacecraft Level 0 Subsets

The spacecraft data files are inherently large due to the large number of measurements they contain.  Since only small portions of the data are regularly evaluated, the files are subsetted to extract essential data - approximately 2% of the original data – to improve the efficiency of data analysis processing.  

3.2 Instrument data

The majority of the software and processing time used in the science data processing system is concerned with transformation of the raw instrument data into data products that are of use to the scientific community.  Data from the instrument arrive from the mission operations center as level 0 data. Processing progresses through several stages and ultimately generates a level 3 data product, which contains measurements of ozone and other geophysical parameters that are located in space and time over the globe. Images are made from level 3 data, and zonal means, monthly averages and lists of overpass measurements are produced as well.

Instrument Level 0 data

The level 0 instrument data are the original input to the science data processing system, and are delivered regularly by TMOC to the system along with the corresponding level 0 spacecraft data. The instrument data are measurements of photon counts at select wavelengths, which have been focused by the instrument’s optics into a photo multiplier tube. These raw counts are converted to N-values, a measure of backscattered Earth irradiance that the TOMS algorithms use to arrive at useful geophysical measurements. 

Along with the radiances, other information such as scan angles and wavelengths are stored in what is termed the raw instrument data. The raw data are retrieved from the on-board data recorder via satellite dish and transferred to the TOMS Mission Operations Center, known as TMOC.  The raw data are validated and pre-processed to align along word boundaries into the format known as level 0.  These binary files contain first a header, followed by a series of 16 bit instrument telemetry packets that contain 7.8 seconds of radiance and status information for all instrument scans recorded in the instrument data file transmitted from TMOC.

Instrument Level 1 data

The level 1 processing software merges the level 0 data with the spacecraft ephemeris and several climatologic properties such as surface characteristics and cloud heights.  The output products are known as level 1 data. These files are binary format and still contain the TOMS measurements expressed in terms of radiances, or N values. As the actual TOMS measurements are still uncalibrated in the level 1 format, these data are known as raw units and the data files are known as raw units files, or RUF files.  

Instrument Level 2 data

Level 2 data contain the computed values for total ozone and reflectivity, as well as telemetry, quality flags, and other diagnostics. The data are produced by the level 2 science algorithm program using level 1 data and several ancillary inputs.  Orbital level 2 files are produced first, and then these are merged into a daily file. The level 2 data format is described in detail in the Earth Probe TOMS data Product Users Guide.

Instrument Level 3 data

Level 3 data products are ASCII format files that contain global coverage for TOMS ozone, reflectivity, aerosols, and erythemal ultraviolet exposure for a complete day. These files are used routinely for scientific investigations.  Based on a set of evaluation criteria that factor in the various aspects of viewing conditions, the level 3 algorithm selects the best scenes from a given day of data and assigns data values to a 1° x 1.25° grid. A general description of the weighting method used and the ASCII data format is provided in the Earth Probe TOMS data Product Users Guide.

Monthly Averages

Monthly averages of the data at each grid point in the level 3 data files are calculated at the completion of each month for ozone, ultraviolet exposure, reflectivity, and aerosol index. These data are written in the same level 3 data format as the level 3 daily products.

Zonal Means

Zonal means are averages of select parameters for selected latitudinal bands encircling the globe.  They are produced for Level 3 ozone, reflectivity, and erythemal UV.  The TOMS production system computes both daily and monthly zonal means which are in ASCII format. The software also tabulates the number of samples for each day or days for each month that were used in the computation of the zonal means, and writes this information to separate files.  

Overpass data

The overpass data product is a list of TOMS ozone measurements for specific site locations. These data are useful for ground comparisons. The overpass data are generated from the level 2 data and retain the sensor resolution rather than the 1° x 1.25° degree grid cell resolution in the level 3 gridded data product.

3.3 Ephemeris data

The geophysical significance of the instrument measurements made aboard the satellite depends on accurately correlating the measurement with a particular position above the Earth.  Spacecraft ephemeris data describes the position of the satellite in space and time and therefore provides the necessary information for geolocation.  The EP-TOMS data processing system makes use of two ephemeris-related products: the ephemeris itself and a derivative product of the ephemeris; the orbit data set or ODS.

Spacecraft ephemeris describes the moment-to-moment position of the spacecraft’s orbit in time. The ephemeris data are used to geolocate the instrument measurements at the level 1 processing stage, where the times of the spacecraft locations and instrument readings are matched.  The spacecraft ephemeris data are in binary format. Two types are processed in the EP-TOMS system: definitive and predictive. Definitive ephemeris gives the actual spacecraft position as measured, while predictive ephemeris is a forecast of the path the spacecraft is expect to take based on its current position, velocity, and orbital characteristics.  

The Level 1 processing system was originally designed to process data in near real time using predictive ephemeris. The data would then be processed again when the definitive data became available.  However, the judgment was made early in the mission that the predictive ephemeris data are close enough to the definitive data. Therefore, the level 1 data are not reprocessed with the definitive ephemeris. 

Despite the fact that the definitive data are not currently used in regular processing, the Flight Dynamics Facility, or FDF delivers both predictive and definitive ephemeris files twice per week, on Tuesday and Thursday.  The predictive files provide nine days of forecasted spacecraft positions. The definitive ephemeris data files contain five or six days of data, and this alternates with each delivery. 

3.4 Images and Plots

Level 3 data Images

The graphical representations of EP-TOMS data are an important and final step in the science data processing chain.  Maps and plots are generated for level 3 data products using IDL (Interactive data Language). Level 3 ozone data are mapped in polar projection for the northern and southern hemispheres. Global maps of total ozone are made with an Aitoff projection, in which the Greenwich meridian is the centerline on the map and the date line is the bounding curve. Global maps of daily level 3 data for reflectivity, aerosol, and UVB exposure are created using a cylindrical projection. 

QC Plots

Some of the most interesting products are the quality control and analysis time series plots of ozone data and calibration information.  Several plots are made and published on the TOMS website. Figures of current ozone zonal means are useful not only for scientific purposes but also to verify that the instrument measurements are reliable and reproducible to reasonable degree. Zonal means plots are made for the Northern and Southern hemispheres, the Equator, and the entire globe. Sets of plotting routines are implemented each August to produce figures that show the growth and decay of the Antarctic ozone hole. One plot charts the estimated size of the ozone hole derived through calculation, and another charts the minimum ozone value in the Southern Hemisphere. These plots are discontinued later in the fall after the ozone hole has largely disappeared. The automated processing system updates the four to six plots each day.

Calibration Plots

Plots of the calibration data are made each week after the processing of the week’s instrument calibration cycle has completed. Two plots are produced. One is of the ACF results, providing a representation of instrument throughput, and the absolute and relative wavelength behavior of the instrument. The other plot is of diffuser degradation.

3.5 Auxiliary data

Several auxiliary data inputs are used in the TOMS data processing system. These are discussed below and summarized in table 3.1.

ODS Data

Before ephemeris data are integrated into the instrument data they undergo quality control and validation, and a file called an orbital data set, or ODS, is generated. ODS files are ASCII formatted lists of the dates and times of the equatorial crossing of each orbit.  

The ODS file has a header and a body. The body consists of data for each orbit in four columns.  The first column contains an 'E' if the data are predictive or an 'R' if the data are definitive (not the expected 'P' or 'D'). The second column is the orbit number, followed by the date and time of the equatorial crossing in columns three and four. The format for the date is yymmdd. The time is expressed in hhmmss. The ODS header is two lines that list the date and time of the file’s first and last orbits. At the right of the second line of the header the number of orbits in the file is listed. 

For each new ephemeris data file an ODS file is produced. The new ODS data are then appended to a larger ODS file called a master ODS. The master ODS file has the same format as described above, but  contains several months worth of data rather than the new ODS files, which only contain several days of ODS data. There are two master ODS files: one from predictive ephemeris, ODS_P.EP, and one from definitive ephemeris, ODS_D.EP. The master ODS is used in level 2 data processing and is also very useful during daily operations to determine the day number of an orbit, or the orbits that occured in a certain day.

Ozone Table

The TOMS ozone algorithm uses a complex table of radiance data, which have been generated for a large number of viewing and atmospheric conditions, to greatly enhance the computational efficiency of the ozone calculations. The table is generated before processing using a radiative transfer model called TOMRAD. In the processing system, the table data are in the file TABLE.EP.

Constants data

The TOMS ozone software uses an input file named CONST.EP, which contains a number of parameters used in the calculations. These include the instrument wavelengths, calibration parameters, absorption coefficients for atmospheric gasses, and radiative transfer parameters. 

Sweep Error Correction data

In 2000 a problem with the instrument introduced a scan dependence in the data. The error is complex, being both wavelength and time dependent in addition to its dependence on the scan angle. The origin of the problem is still unknown.  An empirical method has been developed to correct the TOMS data and the correction process has been integrated into the data production system. The file contains adjustments for each wavelength and scan position as a time series, and this file is read by the level 2 data processing software and applied to the data. The filename follows the convention cascYYMMDD.dat, where 'casc' stands for 'calibration adjusted sweep correction' and YYMMDD is the two digit year, month, and day.

Climatology data

Several climatologic data sets are used in level 1 processing to account for the seasonal variability of cloud pressure (CLDPRES.mmm) , surface reflectivity (SURFREFL.mmm), and snow/ice cover (SNOICE.mmm) ['mmm' indicates a three character abbreviations for the month, i.e. 'jan', 'feb', 'mar', etc. ] One file exists for each month, making thirty-six files in all. The data in these files are important in the TOMS algorithm because they influence the amount of radiant energy reflected by the Earth’s surface. A surface categorization is in SURFCAT.DAT and does not change. TERPRS.DAT contains terrain pressure data.

Calibration data

All of the TOMS data are derived through techniques that use measurements of UV radiation that is scattered and reflected back from the Earth. The TOMS instrument must be characterized periodically to calibrate the instrument and monitor instrument changes. The calibration measurements are made using a variety of techniques as discussed in the Earth Probe TOMS data Users Guide. The calibration data, contained in the level 1 data files, are processed weekly to generate an input for the processing system called an Albedo Correction File, which is stored in a file named ACF.EP.

Eclipse data

When the sun is occluded during a solar eclipse the amount of radiant energy reaching the Earth is decreased. TOMS measurements at these times bear no significance because the instrument is calibrated when the sun is not eclipsed. The date, time, and geographical extent of future eclipses is stored in the input file ECLIPSE.DAT, and this information is used to screen out TOMS data in areas affected by an eclipse.

	Auxilliary File
	Description 

	ODS.EP
	Orbit time span information

	TABLE.EP
	Ozone lookup table

	CONST.EP
	Alogrithm (L2) constants

	cascYYMMDD.dat
	Scan correction data

	CLDPRES.mmm
	Cloud pressure climatology

	SURFREFL.mmm
	Surface reflectivity climatology

	SNOICE.mmm
	Snow-Ice cover climatology

	SURFCAT.DAT

TER
	Surface category data

	TERPRS.DAT


	Terrain pressure data

	ACF.EP
	Albedo calibration data

	Table 3.1 Auxillary data Files 


3.6 Data Volume

A significant amount of EP-TOMS data accumulates in the output directories as data are processed. Table 3.2 lists the size of files produced by the system that have an annual accumulation rate of over 20 MB per year. This table can be used to estimate data storage needs.  Files that accumulate at slower rates, such as ODS data files or zonal means data are not shown.  Ephemeris data are delivered on a staggered schedule and therefore an annual total is shown in table 3.2. The data in the table are for the 739 km orbit.  Data volumes for the 500 km orbit are marginally smaller because the shorter orbital period reduces the amount of data per orbit.  

	Data Product
	Size, MB

	
	Per Orbit
	Per Day
	Per Year

	Level 0 Spacecraft (v0s)
	3
	43.5
	

	Level 0 Spacecraft, Subset (v0ss)
	0.06
	0.9
	

	Level 0 Instrument (v0i)
	0.5
	7.25
	

	Level 1 (v1)
	1
	14.5
	

	Level 2 (v2)
	0.8
	11.5
	

	Level 2 Daily (v2d)
	
	11.5
	

	Level 3 (v3)
	
	0.16
	

	Level 1 Subset (v1sub)
	
	
	470

	Predictive Ephemeris
	
	
	56.5

	Definitive Ephemeris
	
	
	36.5

	Table 3.2 File sizes of data products.  
	


3.7 Layout of data Directories

The data directories are located in the root directory of the TOMS processing system, /uv/tprod/ep/, and are listed in Table 3.3. The TOMS software also reside here, and will be discussed in chapter 5.  This listing is for the tparty workstation, but can be used as a guide for the directory in the alternate processing system on wrabbit. The bulk of the TOMS data are organized under the nrt directory. ‘nrt’ is an acronym for ‘near real time,’ a term that is used to describe the processing system as it processes data very soon after the data are received. 

To do this, the system must operate with predictive ephemeris and calibration data since the definitive versions of these products are available some time after the instrument data have been received.  The choice to run a near real time system greatly speeds up the process of getting the data disseminated to the public. For purposes such as monitoring the behavior of the Antarctic ozone hole, providing information for numerical weather models, and the detection of elevated levels of sulfur dioxide as an indication of volcanic hazards, efficient dissemination of near real time data is important.

The use of predictive ephemeris introduces very little error into the data, and therefore it is used in both near real time processing and reprocessing.  Reprocessed data are always stored in a location separate from the near real time system. The fact that there is a directory called ‘nrt’ indicates the original plan for routine reprocessing with definitive ephemeris. This is not done because the predictive ephemeris is very accurate. The directories that are in shaded cells in table 3.3 are not used for instrument data because they were established for use in reprocessing with definitive data. The /uv/tprod/ep/v1 directory does routinely receive the definitive ephemeris files as they are delivered, however the files are used rarely, if ever.

The cal directory contains data that are produced periodically in support of the preparation of TOMS calibration reports.  The routine calibration processing is done on the wrabbit workstation, where the cal directory contains operational calibration data.

The v1sub directory is used to store level 1 subset data, which is updated as needed for calibration analysis. The zm directory contains the zonal means data products for both level 2 and level 3. It is important to note that the v1sub and zm directories both contain data derived from near real time data products, despite the fact that they are not organized under the ‘nrt’ directory.

	Directory
	
	Description

	aux
	 
	 
	 
	
	Auxiliary data 

	cal
	 
	 
	 
	
	Calibration data

	db
	 
	 
	 
	
	Level 0 ingest databases

	v0
	 
	 
	 
	
	Level 0 data 

	v0i
	 
	 
	 
	
	Level 0 instrument data

	v0ib
	 
	 
	 
	
	Level 0 instrument data, orbital

	v0s
	 
	 
	 
	
	Level 0 spacecraft data

	
	sub
	
	
	
	Level 0 spacecraft subset data

	v1sub
	 
	 
	 
	
	Level 1 data subsets

	v1
	 
	 
	 
	
	Level 1 data

	v3
	 
	 
	 
	
	Level 3 data

	v2hdf
	 
	 
	 
	
	Level 2 HDF data

	v3hdf
	 
	 
	 
	
	Level 3 HDF data

	zm
	 
	 
	 
	
	Zonal means data

	nrt
	 
	 
	
	Near real time data directory

	 
	v0ib
	 
	 
	Level 0 instrument data, orbital

	 
	v1
	 
	 
	Level 1 data

	 
	 
	rpt
	 
	 

	 
	 
	yYYYY
	 

	 
	v2
	 
	 
	Level 2 data

	 
	 
	rpt
	 
	 

	 
	 
	yYYYY
	 

	 
	v2d
	 
	 
	Level 2 daily data

	 
	 
	rpt
	 
	 

	 
	 
	yYYYY
	 

	 
	v3
	 
	 
	Level 3 data

	 
	 
	rpt
	 
	 

	 
	 
	yYYYY
	 

	 
	 
	 
	oz
	Ozone data

	 
	 
	 
	ery
	Erythemal UV data

	 
	 
	 
	ref
	Reflectivity data

	 
	 
	 
	res
	Residue (Aerosol) data

	Table 3.3 Layout of data directories in /uv/tprod/ep on tparty. Directories in the shaded cells are not routinely used.


3.8 Data File Name Conventions

The EP-TOMS data processing system produces a large number of data products as discussed in sections 3.1 and 3.2, and all have their own file name conventions. In this section, these conventions are discussed.  

Spacecraft and Instrument data

Level 0 data
There are several naming conventions for level 0 data, and each has an implied meaning. The file names are best described in the context of how they are used in the data processing system.  Data files sent by TMOC to the TOMS processing system are named as follows:

[a-z]<orbit number>[a-z]i.3vz
level 0 instrument data, TMOC delivery name

[a-z]<orbit number>[a-z]s.3vz
level 0 spacecraft data, TMOC delivery name

The first letter of the file name indicates the receiving station where the data were acquired, e.g. 'w' for Wallops Island or 'e' for Poker Flat. The orbit number indicates the last orbit in the file. Orbit numbers are given in five digits, and when necessary, are left padded to five places with leading zeros. The next letter in the file name is used by TMOC to track the processing history of the file in their system. It has no significance for the TOMS data processing system. Lastly, the “.3vz” extension indicates that the file is a level 0 output from the TMOC preprocessing system. The significance of the 3 is not known; the 'vz' indicates level 0. Thus an example of a complete filename is e44346ia.3vz.

Once Level 0 data are received, they are copied to a staging area and the file is assigned a new name defined by the date range contained in the data file, all uppercase. The data range is specified in YYDDDHH format, where YY is the two digit year, DDD is the day of year, and HH is the Greenwich Mean Time (GMT) hour rounded down. The station identifier character, i.e. 'w', 'e', etc., is affixed to the end of the filename.

IYYDDDHH_YYDDDHH.[A-Z]
level 0 instrument data, renamed

SYYDDDHH_YYDDDHH.[A-Z]
level 0 spacecraft data, renamed

The third and final name given to a level 0 data file is assigned when the file passes a quality check.  Upon successful QC, the system moves the file to a new location either /uv/tprod/ep/v0s for level 0 spacecraft data, or /uv/tprod/ep/v0i for instrument data, with the entire filename shifted to lowercase. 

iYYDDDHH_YYDDDHH.[a-z]
level 0 instrument data, passed QC, final name

sYYDDDHH_YYDDDHH.[a-z]
level 0 spacecraft data, passed QC, final name

Level 0 Spacecraft Data Subset

Spacecraft subset files, discussed in section 3.1, are labeled v0ss and are named in a fashion similar to the v0i and v0s files.

ssYDDDHH_YYYDDHH.[a-z]

Orbital Instrument Data

Level 0 instrument data are split into orbits according to the equatorial crossing times defined in the ODS file. From this point through level 2 processing, all data are processed in orbital files. The naming conventions for orbital instrument data files are listed in table 3.4.

	Data Product
	File Name

	Orbital Level 0 
	z<orbit number>.ept

	Level 1
	r<orbit number>.ept

	Level 2
	s<orbit number>.ept

	Table 3.4 File name conventions for levels 0, 1, and 2 TOMS orbital data. Orbit numbers are 5 digits and left padded with zeros when necessary.
	


Daily Instrument data

All level 2 orbits for a day are combined together to create a daily level 2 data file, and these files are used to generate the level 3 daily gridded data products. The file name formats for these daily files are listed in table 3.5.

	Data
	File Name

	Daily Level 2 
	S{YY}{DDD}.ept

	Level 3
	gaYYMMDD.{X}

	
	

	
	{X}=
	ept    Ozone

	
	
	epr   Reflectivity

	
	
	epa    Aerosols

	
	
	epe   Erythemal UV

	Table 3.5 File name conventions for TOMS level 2 and level 3 daily data products. DDD indicates Day of Year.
	


Monthly Averages and Zonal Means 

File names are listed below for monthly average data and level 3 zonal means. These data are all produced for ozone, reflectivity, erythemal UV. Monthly averages alone are produced for aerosol measurements because they are spatially localized, and therefore a global longitudinal average is of little use.

	Data Product
	File Name

	Level 3 Monthly Averages
	gm{YY}{MM}.{X}

	
	

	
	{X}=
	ept    Ozone

	
	
	epr   Reflectivity

	
	
	epa    Aerosols

	
	
	epe   Erythemal UV

	Table 3.6 Level 3 monthly averages file names. YY indicates year, MM indicates month.
	


	Data Product
	File Name

	Level 3 Daily Zonal Means
	zmday_{YY}.{X}

	Level 3 Daily Sample Counts
	N_{YY}.{X}

	Level 3 Daily Ozone Statistics
	minmax{YY}.ept

	
	

	Level 3 Monthly Zonal Means
	zm_month.{X}

	Level 3 Monthly Sample Counts
	N_mon.{X}

	
	

	
	{X}=
	ept    Ozone

	
	
	epr   Reflectivity

	
	
	epe   Erythemal UV

	Table 3.7 Level 3 Zonal means file names. YY indicates year.
	


Overpass data

Overpass data are organized by site numbers, which are assigned by the TOMS PI and follow the World Meteorlogical Organization (WMO) site numbers when available. The TOMS PI will occasionally request the addition of new sites. The sites are defined in an input file for the overpass software, at /uv/tprod/ep/aux/ovp/SITELIST, and are viewable on the web at http://toms.gsfc.nasa.gov/eptoms/ep_ovplist_l.html

	Data Product
	File Name

	Overpass data File 
	OVP{NNN}.ept

	
	

	
	{NNN}=
	Site  number 

	Table 3.8 Overpass data file name format. 
	


Ephemeris data 

	Data Product
	File Name

	Ephemeris data File
	{X}{YYMMDD}_{X}{YYMMDD}.EPH

	ODS data File
	{X}{YYMMDD}_{X}{YYMMDD}.ODS

	
	
	

	
	{X}=
	P   Predictive

	
	
	D   Definitive

	Table 3.9 Ephemeris and ODS data file name formats. YYMMDD is the date. The first instance is the start date of the data file and the second is the end date. The definitive ephemeris and ODS data files have names of the same format.
	


Images and Plots

Level 3 Images

	Data Product
	File Name

	Level 3 data Image File
	{X}{YYMMDD}.gif,  {X}{YYMMDD}.tif

	
	

	
	{X}=
	et  Global Ozone

	
	
	en   Northern Hemisphere Ozone

	
	
	es    Southern Hemisphere Ozone

	
	
	er   Reflectivity

	
	
	ea    Aerosols

	
	
	ee   Erythemal UV

	Table 3.10 Level 3 data Image file names. YYMMDD is the date.
	


QC and Calibration Plots

	
	Description
	Plot

	
	Daily means of equatorial total ozone
	zmqceq.gif

	
	Daily global means of total ozone
	zmqcgl.gif

	QC
	Daily southern hemisphere ozone minima (Aug-Feb)
	zmqchl.gif

	
	Northern hemisphere daily means
	zmqcnh.gif

	
	Southern hemisphere daily means
	zmqcsh.gif

	
	Daily estimates of the size of the Antarctic ozone hole (Aug-Feb)
	zmqcsz.gif

	Cal
	Plots of Albedo Correction Factor (ACF) data
	acfplt.gif

	
	Plots of accumulated exposure for working and reference diffusers
	difplt.gif

	Table 3.11 Zonal Means QC and Calibration data plots


4 The Record for Earth Probe TOMS: Events and data

4.1 Summary of the TOMS data Record

Valid TOMS science data began on 7/16/1996 in orbit 217 after a successful early orbit checkout phase. For approximately the next eight days, a series of diagnostic checks that interrupted normal science operations were performed. Orbit 340 marks the beginning of constant science operations.  The TOMS mission has experienced nine significant interruptions in data collection. TOMS was shut down during the orbit boost in 12/1997. The instrument has been placed into a safe configuration four times to protect it during intense Leonid meteor showers in November of 1998, 1999, 2001, and 2002.   Five spacecraft anomalies have taken place that have shut down the instrument: in Nov 1997, May 1998, Dec 1998, Aug 2002, and May 2003.

All events that interrupt instrument operation necessarily introduce a gap in the TOMS data record. Such events can be regular, such as the preventative shutdown of the instrument for intense Leonid meteor showers events. These shutdowns are brief and planned in advance. At other times, the shutdowns are unpredicted, and these events may require an inquiry into the problem before the instrument is returned to operation. Another possible cause for a loss of data are in a processing error. For this, a possible case might be that a data file was discovered to be bad after the data has rolled out of the 30 hour buffer on the solid state data recorder aboard the spacecraft. In this case, the data would be lost. This emphasizes the importance of checking all data received into the processing system, and for maintaining close communication with TMOC if there is ever any uncertainty about data quality. It is fortunate that Earth Probe TOMS mission has not experienced extensive problems that have interrupted data. The data record is quite complete.

The TOMS operator should keep track of all missing level 2 orbital data.  The operator should keep the record of partial or missing orbits in the ‘earthprobe_data_coverage’ file up-to-date. This file is in the directory /uv/tprod/ep/memo, and a copy of this file is available to the public in the FTP directory for public access at /app/ftptoms/pub/eptoms/.  A third copy is in the TOMS science archive at /science/toms/production/doc. The TOMS operator cannot update the latter copy – only the TOMS software manager can.  The coverage file is included as Appendix A.

4.2 Record of Events and Their Impact on the EP-TOMS data Record

A detailed list of data interruptions and the responsible events are listed below.

Year: 1996

Date:  
7/16/1996-7/24/1996

Event:
Early Mission Diagnostics

DOY:
198-206

Orbit

Available data

216 


84 %

220  


 0 %

219 


61 %

221 


40 %

227 


61 %

228  


 0 %

229 


40 %

232 


30 %

233-263  

 0 %

264 


39 %

299 


12 %

300-338  

 0 %

339 


40 %

Date:  
10/9/1996

Event:
Unknown 

DOY:
203 


Orbit

Available data

1505 


63 % 

1506 


80 %

Date: 
11/28/1996

Event: 
Unknown

DOY:
333

Orbit

Available data

2257 


39 %

2258 


 0 %

2259 


62 %

Date:  
12/31/1996 



Event:
Year Change

DOY:
366

Orbit

Available data

2773 


77 %

Year: 1997

Date:  
3/9/1997 



Event:
Unknown

DOY: 
068


Orbit

Available data

3794


65 % 

Date:  
11/16/1997-11/19/1997

Event:
Attitude Anomaly 

DOY: 
320-323

Orbit

Available data

7639 


41 %

7640-7675

 0 %  

7676 


60 % 

Date:  
12/4/1997-12/13/1997

Event: 
Orbit Boost

DOY: 
338-347

Orbit

Available data

7902 


38 %

7903-8037  

 0 %  

8038 


67 %

Year: 1998

Date:
4/14/1998

Event:
Unknown

DOY: 
104

Orbit

Available data

9807 


82 %

Date:
5/1/1998

Event:
Unknown

DOY: 
121

Orbit

Available data

10045 


75 %

Date:
5/12/1998-5/13/1998

Event: 
Unknown

DOY: 
132-133

Orbit

Available data

10212


96 %

10213-10223

38 % each

10224


40 %

Date:
5/24/1998

Event:
Unknown 

DOY:
144

Orbit

Available data

10376 


61 %

10377 


39 %

Date: 
11/17/1998-11/18/1998

Event:
Leonid Meteors

DOY:
321 

Orbit

Available data

12934


40 %

12935-12951

 0 %

12952


61 %

Date: 
12/13/1998-1/3/1999

Event:
Spacecraft Anomaly 

DOY: 
347/1998-003/1999

Orbit

Available data

13310 


37 %

13311-13609

 0 %

13610 


63 %

Year: 1999

Date: 
11/17/1999-11/18/1999 


Event: 
Leonid Meteors

DOY: 
321-323

Orbit

Available data

18208 


39 %

18209-18225

 0 % 

18226 


62 %

Year: 2000

Date: 
2/5/2000

Event:
Unknown 

DOY:
036

Orbit

Available data

19365 


69 %

Date:
5/14/2000

Event: 
Operations Error

DOY:
136

Orbit

Available data

20797 


60 %

20798 

 
 0 %

20799 


53 %

Year: 2001

Date:
4/9/2001

Event:
Operations Error

DOY: 
099

Orbit

Available data

25572 


58 %

Date:
11/17/2001-11/19/2001

Event:
Leonid Meteors

DOY: 
321-323

Orbit

Available data

28782 


13 %

28783-28802
 
 0 %  

s28803


49 % 

Date: 
12/31/2001-1/1/2002

Event:
Year Change

DOY:
365/2001-001/2002

Orbit

Available data

29421-29423

 0 %

29424


65 %

Year: 2002

Date:  
8/2/2002-8/12/2002 


Event:
Spacecraft Anomaly

DOY: 
214-224

Orbit

Available data

32515


59 % 

32516-32663

 0 %

32664


77 %

Date:  
11/18/2002-11/19/2002

Event:
Leonid Meteors

DOY: 
322-323

Orbit

Available data

34084 


65 % 

34085-34100

 0 %

34101 


63 %

Date:  
12/31/2002

Event:
Year Change

DOY: 
365

Orbit

Available data

34712


69 % 

Year: 2003

Date:  
05/15/2003-05/22/2003 


Event:
Spacecraft Anomaly


DOY: 
135-142

Orbit

Available data

36656
 

 7 % 

36657-36767

 0 %

36768


40 %

5 Processing Software

5.1 Ephemeris Processing

Ephemeris Ingest Procedure

When new ephemeris data arrive from FDF, the ephemeris ingest program ephingest.exe is run to determine if the file is valid by reading the file header  and getting the satellite name. If this is successful, the program then constructs an appropriate new filename for the ephemeris file. This procedure is generally performed before the ephemeris data are re blocked from IBM format to Unix format and thus acts as an initial QC measure.

Program Name: ephingest.exe
Location: /uv/tprod/ep/bin/ephingest.exe
Usage:

ephingest.exe infile cooked dtype

where

 infile = input data file name

 cooked =  flag indicating the system format that the data are in:



1 for UNIX; 0 for IBM 

 dtype  = ephemeris data type: P for predictive; D for definitive

Example:

ephingest.exe p020312_020320.tomsep 0 P

Inputs: 

Ephemeris data file

Outputs:

Satellite name string and filename constructed from header information. Printed to standard output, which is directed to the ephemeris processing log file, which is written in /uv/tprod/ep/tmp.

TOMS-EP P020312_P020320.eph

Processing Rate: negligible

File Size: No file output.

Ephemeris Re-block Procedure

The Earthprobe Spacecraft ephemeris data are produced on a computer that uses an IBM formatted file system. The ephemeris reblockprogram converts files from IBM format to Unix format so they can be processed on the TOMS Unix workstations.

Program Name: reblk_fmt_i2u.exe

Location: /uv/tprod/ep/bin/reblk_fmt_i2u.exe
Usage:

reblk_fmt_i2u.exe

Example:

Execution of this program gives first a menu and then waits for the user to select option 1 (ephemeris reblock) and requested filenames. Under the normal circumstances of automated processing, the ephemeris script supplies this information and processing continues.

Reblock & Reformat IBM file into UNIX format

  0 - Level 0A

  1 - Ephemeris

  2 - Snow Ice

  3 - Terrain Height Pressure

  4 - TOMS TABLE

  5 - RUTSTAT

  6 - F2

  7 - ORBITAL COUNTS

  8 - DELVIEW4

 10 - SBUV LEVEL0

 11 - SBUV NOI

 12 - SBUV MET

 13 - SBUV ANCL/ICAC

 20 - d1b sbuv data

 Enter option ==>

1

 input  file ---->

p030321_p030329.eph

 output file ---->

P030321_P030329.EPH

Inputs: 

Spacecraft ephemeris file in IBM format.

Outputs: 

Output filename and number of records printed to standard output.

P030321_P030329.EPH

number of records = 233

Processing Rate:  Negligible

File Size: Re-blocked output file is the same size as the input file.

Notes:

This program can be useful for troubleshooting when the integrity of an ephemeris file delivered by FDF is suspect. If a new ephemeris file does not re-block using this program, FDF should send another copy of the file.

Ephemeris QC Procedure

Together, the ingest and re-block software will check the header to verify the format of the contents of an ephemeris file.   To check the data in the file, the ephemeris QC software program ephqc.exe is used.  This program reads its execution parameters from a formatted text file.  When performing a manual QC of an ephemeris file, the driver ephqc.com is generally used to construct the QC program's input parameter file. The near real time processing system does this as well.  In addition to performing a data file QC, the ephemeris QC software generates an ODS file from the ephemeris data.  

Program Name: ephqc.com
Location: /uv/tprod/ep/bin/ephqc.com
Usage:

ephqc.com psymd peymd csymd ceymd dtype ntype contck datdir tmpdir inpeph

   projt = project name (TOMS-EP) 

   psymd = start. year, month and day of previous ephemeris file  (YYMMDD)

   peymd = ending year, month and day of previous ephemeris file (YYMMDD)

   csymd = start. year, month and day of current  ephemeris file (YYMMDD)

   ceymd = ending year, month and day of current ephemeris file (YYMMDD)

   dtype = 1 for predictive or 2 for definitive data 

   nodetype = A for ascending or D for descending node 

   contck = print continuity check message (Y/N) 

   datdir = output directory and directory of previous ephemeris and ODS data files  

   tmpdir = directory of input ephemeris data file to QC  

   inpeph = path to input ephemeris data file for QC

Example:

ephqc.com TOMS-EP 030321 030329 030328 030405 1 A N v1dir tmpdir tmpdir/p030328_p030405.eph

Inputs:

Previous ephemeris data file 

Previous ephemeris ODS file

Outputs:

Current ephemeris data file copied to output directory with filename shifted to all uppercase (if file passes QC)

ODS file for current ephemeris data written to output directory

Brief processing acknowledgment written to standard output :

QC Ephemeris 030328-030405 ...

Logged: tmpdir/p030328_p030405.ephrpt

QC report for current ephemeris data file, written to input directory :

p030328_p030405.ephrpt

Line

Description

1-8

Input parameters

10-28

Header listed

30-41

Continuity check information 

(header and parameters listed, but not relevant, if no check was performed)

44-47

QC results

48-167

New ODS entries listed 

169-195

QC summary

 PROJECT NAME = TOMS-EP 

 PREV. ODS NAME = v1dir/P030321_P030329.ODS                   

 CURR. ODS NAME = v1dir/P030328_P030405.ODS                   

 INPUT EPH DATA = tmpdir/p030328_p030405.eph                  

 OUTPUT EPH DATA= v1dir/P030328_P030405.EPH                   

 EPHEMERIS TYPE = 1

 ORBIT NODE TYPE= A

 CONTINUITY CHECK=N

 EPHEM HEADER

 SATELLITE ID=9603701                  THIS IS A PREDICTIVE FILE

 START DATE=030328                     START TIME=    0

 END DATE=030405                       END TIME=    0

 EPOCH DATE=030328                     EPOCH TIME=    0

 COWELL/BROUWER FLAG=0                 SEMI-MAJOR AXIS= 0.7089061035E+04

 ECCENTRICITY= 0.4842384253E-02        INCLINATION= 0.1715215564E+01

 ASCENDING-NODE= 0.2200215340E+01      PERIGEE= 0.6123770237E+01

 MEAN ANOMALY= 0.2564836740E+01        PERIOD= 0.6875120163E+01

 GREENWICH HOUR ANGLE= 0.3228819847E+01

 ECCENTRIC ANOMALY= 0.2567466736E+01   PERIGEE HEIGHT= 0.6765966797E+03

 APOGEE HEIGHT= 0.7452525635E+03       MEAN MOTION= 0.9139018655E+00

 PERIGEE SECULAR RT. OF CHANGE=-0.5385061959E-03

 NODE SECULAR RT. OF CHANGE= 0.1729078358E-03

 EPOCH POSITION VECTOR

   X= 0.5691359192E-01   Y= 0.9443008900E-01   Z=-0.7031974792E+00

 EPOCH VELOCITY VECTOR

   X= 0.6352722645E+00   Y=-0.1073360667E+00   Z= 0.3528455645E-01

                          DATA CONTINUITY CHECK - - - ERROR REPORT

 COMPARE PREDICTED VECTOR X,Y,Z WITH X,Y,Z FROM VECTOR 1

 PREDICTED VECTOR IS COMPUTED USING VECTORS 2 AND 3

 TOLERANCES FOR COMPONENTS, POSITION VECTOR +/- 115.0 M   VELOCITY VECTOR +/- 1.0 M/SEC

 EXPECTED RADIUS OF POSITION VECTOR =  0.7089060924E+07 +/- 40000.0 M

 EXPECTED RADIUS (MAGNITTUDE) OF VELOCITY VECTOR =  0.7498502374E+04 +/- 100.0 M/SEC

 TABLE COLUMNS ARE   ACTUAL VECTORS 1,2,3  PREDICTED VECTOR 1  DIFFERENCE OF ACTUAL AND PREDICTED VALUES OF VECTOR1

 ROW ABBREVIATIONS ARE  P=POSITION  V=VELOCITY  X,Y,Z=COMPONENTS  R=RADIUS  T=TIME

                      P/V      VECTOR 2       VECTOR 3      PREDICTED       VECTOR 1      DIFFERENCE     DATE

 EOF REACHED *********

0                            * RECORDS PROCESSED         231

                             * OVERLAP ERRORS              0

                             * CONTINUITY ERRORS        8561

                             * I/O ERRORS                  0

1                                            NEW ODS ENTRIES   

0

   ORBIT 35960 ASCENDING NODE TIME 03/ 3/28,  0:24: 3 FLAG E

   ORBIT 35961 ASCENDING NODE TIME 03/ 3/28,  2: 3:22 FLAG E

   ORBIT 35962 ASCENDING NODE TIME 03/ 3/28,  3:42:41 FLAG E

   ORBIT 35963 ASCENDING NODE TIME 03/ 3/28,  5:21:59 FLAG E

   ORBIT 35964 ASCENDING NODE TIME 03/ 3/28,  7: 1:18 FLAG E

   ORBIT 35965 ASCENDING NODE TIME 03/ 3/28,  8:40:37 FLAG E

   ORBIT 35966 ASCENDING NODE TIME 03/ 3/28, 10:19:55 FLAG E

   ORBIT 35967 ASCENDING NODE TIME 03/ 3/28, 11:59:14 FLAG E

   ORBIT 35968 ASCENDING NODE TIME 03/ 3/28, 13:38:32 FLAG E

   ORBIT 35969 ASCENDING NODE TIME 03/ 3/28, 15:17:51 FLAG E

   ORBIT 35970 ASCENDING NODE TIME 03/ 3/28, 16:57: 9 FLAG E

   Note: lines removed for brevity..

   ORBIT 36064 ASCENDING NODE TIME 03/ 4/ 4,  4:32:15 FLAG E

   ORBIT 36065 ASCENDING NODE TIME 03/ 4/ 4,  6:11:34 FLAG E

   ORBIT 36066 ASCENDING NODE TIME 03/ 4/ 4,  7:50:52 FLAG E

   ORBIT 36067 ASCENDING NODE TIME 03/ 4/ 4,  9:30:11 FLAG E

   ORBIT 36068 ASCENDING NODE TIME 03/ 4/ 4, 11: 9:29 FLAG E

   ORBIT 36069 ASCENDING NODE TIME 03/ 4/ 4, 12:48:48 FLAG E

   ORBIT 36070 ASCENDING NODE TIME 03/ 4/ 4, 14:28: 6 FLAG E

   ORBIT 36071 ASCENDING NODE TIME 03/ 4/ 4, 16: 7:25 FLAG E

   ORBIT 36072 ASCENDING NODE TIME 03/ 4/ 4, 17:46:43 FLAG E

   ORBIT 36073 ASCENDING NODE TIME 03/ 4/ 4, 19:26: 2 FLAG E

   ORBIT 36074 ASCENDING NODE TIME 03/ 4/ 4, 21: 5:21 FLAG E

   ORBIT 36075 ASCENDING NODE TIME 03/ 4/ 4, 22:44:39 FLAG E

                                 NEW ENTRIES  116

1               *** EPHEMERIS QUALITY CONTROL PROGRAM ***

                          *** END-OF-RUN SUMMARY ***

                          * RECORDS PROCESSED           231

                          * OVERLAP ERRORS                0

                          * CONTINUITY ERRORS          8561

                          * I/O ERRORS                    0

                          * FILES PROCESSED               1

                          * DATA GAPS PROCESSED

                            (BETWEEN FILES)               0

                          * BAD FILES                     0

                          * GOOD FILES                    0

                          * NEW ODS ENTRIES             116

0QC OF COMPUTED ORBITAL PERIODS ON FINAL ODS

 TOLERENCES FOR EACH ORBTIAL PERIOD, 6452 SEC.  +/- 600 SEC.

 TWO CONSECUTIVE ORBITAL PERIODS, +/- 10 SEC.

 6420 SEC. = 107 MIN.

0       0 QC ERRORS FOUND ON ODS ORBITAL PERIODS

0

1

 **********************************************************************

 **********************************************************************

 ********                                                      ********

 ********                                                      ********

 ********           TERMINATION WITH NO FATAL ERRORS           ********

 ********                                                      ********

 ********                                                      ********

 **********************************************************************

Processing Rate: negligible

File Size:  Size of new ODS and Report file is negligible. 

Notes:

The new ephemeris data file is typically placed in a temporary directory which is specified by the path to the file in the last parameter in the command usage above, 'inpeph'.  Though seemingly redundant, the path of the temporary directory containing the ephemeris must also be specified in the call of the program, as the 'tmpdir' parameter in the usage description above.  The report file is written to this temporary directory.

As discussed in the explanation of level 1 processing below, ephemeris data must be in the level 1 output directory when level 1 data are produced.  The ephemeris QC software was written with this assumption.  It expects to read the previous ephemeris and ODS files from the directory where it will output a new ODS file and a copy of the successfully validated new ephemeris file. 

If the QC program is asked to do continuity checks, the size of the report file can grow as large as several megabytes, so ample disk space should be allotted.

Ephemeris ODS merge 

The program odsmerg.exe is used to update the master ODS file with new entries in the most recent ODS file produced by the ephemeris QC process.

Program Name: odsmerg.exe
Location: /uv/tprod/ep/bin/odsmerg.exe

Usage:

odsmerg.exe master_ODS new_ODS


master_ODS = master ods file that the program will update


new_ODS = ods file the program will merge and append to the master ODS

Example:

odsmerg.exe /tmp/odstest/ODS_P.EP /tmp/odstest/P030328_P030405.ODS 

Inputs:

Master ODS file

New ODS file 

Outputs:

New master ODS file containing all new entries from new ODS file

Processing information written to standard output 

Master ODS=/tmp/odstest/ODS_P.EP

New    ODS=/tmp/odstest/P030328_P030405.ODS

Backup ODS=/tmp/odstest/ODS_P.EP.bak285277

Updating master ODS from new ODS ...

Done!

Processing Time: Negligible

File Size: No new files.  Size of master ODS file increases slightly.

Notes:

Absolute paths must be used to specify the filenames.  The update process overwrites the original master ODS file. A backup copy is written to the temporary directory specified in the environment variable TMPDIR which should be set in the processing environment initialization script.

5.2 Level 0 data Processing

Level 0 Initial Ingest 

In the near real time processing system, the first thing done with newly arrived data are to send them through an initial ingest program. This simple procedure checks the validity of the data file by verifying the format of the header.  Using the header information, it then identifies the satellite name and constructs a filename using information about the data span of the file. The ingest executable is v0ingest.exe.

Program Name: v0ingest.exe
Location: /uv/tprod/ep/bin/v0ingest.exe
Usage:

v0ingest.exe infile cooked

   infile = input data file name

   cooked = flag indicating if input file is in Unix format (vs. IBM)

note: cooked = 0 if file is IBM, 1 if Unix. All input files will be IBM

Example:

v0ingest.exe w36201iy.3vz 0

Inputs: 

Level 0 instrument or spacecraft data file

Outputs:

Satellite name and filename constructed from information about the data span in header. Sent to standard output:

EPROBE-1 I0310304_0310315.W

Processing Time: Negligible 
File Size: No file output.

Notes:

Because this program checks the readability of the header, it can be used to determine if an entire bad file or an incorrect type of file has been delivered.  To perform a through QC of  the data, the v0 QC programs should be used.

Level 0 QC Processing 

As a rule, the instrument and spacecraft level 0 data delivered by TMOC are submitted to a QC program after they are re-blocked.  The QC software will pick up problems with the integrity of the data file which may have been compromised during down link from the satellite, or during the transfer or the file from TMOC to the processing system. Errors in the data records which originate in the recording of instrument measurements themselves may occur as well.  The QC reports that these programs generate list the time spans of the data files and details of the quality of the data records. 

The QC steps are integrated within the automated processing system.  On occasion, the QC software may be run manually on a file to check if it is corrupted.  The programs used to QC level 0 data are v0iqc.exe, for instrument data, and v0sqc.exe, for spacecraft data.  The process of running each is very similar.

Program Name: v0iqc.exe, v0sqc.exe
Location: 


/uv/tprod/ep/bin/v0iqc.exe

/uv/tprod/ep/bin/v0sqc.exe 

Inputs:

1. Current level 0 instrument or spacecraft data file.  

    ex. i0310016_0310104.e or s0310016_0310104.e 

2. Previous level 0 data file.

Usage:

v0iqc.exe year doy cfile [pfile]

   year = start data year (YYYY)

   doy  = start data day of year (DDD)

   cfile = current level 0 data file name

   pfile = previous level 0 data file name (optional)

Usage is the same for v0sqc.exe.

Example:

a) v0sqc.exe 2003 100 /uv/tprod/ep/v0s/s0310016_0310104.e /uv/tprod/ep/v0s/s0310005_0310016.w

b) v0iqc.exe 2003 100 /uv/tprod/ep/v0i/i0310016_0310104.e /uv/tprod/ep/v0i/i0310005_0310016.w
Outputs:

QC report to standard output

a) Instrument report

Line 

Description

1-4 

Processing information

6-9 

Header record

11-13

Data span information

12

Length of overlap for previous and current files.

15-72

Data record 

16-20

Legend

22-72

Data checks

74-84

Diagnostic summary

76-79

Mode count summary 

81-84

Error count summary

                       TOMS-EP  INSTRUMENT LEVEL-0 DATA QC         Apr 12, 2003

                       -----------------------------------         Sat 13:53:31

 Previous_file = /uv/tprod/ep/v0i/i0310005_0310016.w

 Current_file  = /uv/tprod/ep/v0i/i0310016_0310104.e

 HEADER RECORD:

 (WORD #00-#20)=  0 - 3   4-5  6  7  8   9-10 11 12   13    14  20

                -------- ---- -- -- --- ----- -- -- ----- ----- --

                EPROBE-1 I-L0 10  3 100 36165 e  y   5634     1  1

 DATA SPAN # 1 =  100: 5: 7:42  TO  100:16:13: 7  (Previous file)

 Overlapped--- =                            -211  seconds

 DATA SPAN # 1 =  100:16: 9:36  TO  101: 4:21:59  (Current file)

 DATA RECORD:

 Legend: TQ=Time Quality   (0=good,1=bad)    IQ=Instr. Quality (0=good,1=bad)

         AQ=Analog Quality (0=good,1=bad)    SQ=Scene Quality  (0=good,1=bad)

         MD=Operating Mode (00 - 0F)         CM=Chopper Motor  (1=on,  0=off)

         SY=Chopper Sync   (1=in, 0=not)     HV=High Voltage   (1=on,  0=off)

        PID=Param. Sub.ID  (00H - 17H)       SV=Science data (1-PROM, 0-EEPROM)

 DATA |<----- TIME STAMP ---->| |<---------- INSTRUMENT STATUS ---------->| A S

 REC# Q DOY:HR:MN:SC:MS   DIFF? Q MD CM SY HV PID SCP DF RCA WRM ECA SV ERR Q Q

 ---- - --- -- -- -- --- ------ - -- -- -- -- --- --- -- --- --- --- -- --- - -

    1 0 100:16:09:36:694        0 1H  1  0  1 13H   0  0   0   0  0H  1  0H 0 0

  183 0 100:16:33:16:481        0 1H  1  0  1  9H   0  0   0   0  0H  1  0H 0 0

  184 0 100:16:33:24:269   7.8  0 FH  1  0  1  AH  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

  562 0 100:17:22:33:028        0 0H  1  0  1  4H  54  0   0   0  0H  1  0H 0 0

  563 0 100:17:22:40:816   7.8  0 FH  1  0  1  5H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

  947 0 100:18:12:36:402        0 1H  1  0  1  5H   0  0   0   0  0H  1  0H 0 0

  948 0 100:18:12:44:210   7.8  0 FH  1  0  1  6H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 1326 0 100:19:01:52:949        0 0H  1  0  1  0H  54  0   0   0  0H  1  0H 0 0

 1327 0 100:19:02:00:757   7.8  0 FH  1  0  1  1H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 1711 0 100:19:51:56:343        0 1H  1  0  1  1H   0  0   0   0  0H  1  0H 0 0

 1712 0 100:19:52:04:131   7.8  0 FH  1  0  1  2H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 2090 0 100:20:41:12:910        0 0H  1  0  1 14H  54  0   0   0  0H  1  0H 0 0

 2091 0 100:20:41:20:698   7.8  0 FH  1  0  1 15H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 2475 0 100:21:31:16:264        0 1H  1  0  1 15H   0  0   0   0  0H  1  0H 0 0

 2476 0 100:21:31:24:072   7.8  0 FH  1  0  1 16H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 2854 0 100:22:20:32:831        0 0H  1  0  1 10H  54  0   0   0  0H  1  0H 0 0

 2855 0 100:22:20:40:639   7.8  0 FH  1  0  1 11H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 3239 0 100:23:10:36:225        0 1H  1  0  1 11H   0  0   0   0  0H  1  0H 0 0

 3240 0 100:23:10:44:012   7.8  0 FH  1  0  1 12H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 3617 0 100:23:59:44:964        0 0H  1  0  1  BH  54  0   0   0  0H  1  0H 0 0

 3618 0 100:23:59:52:772   7.8  0 FH  1  0  1  CH  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 4002 0 101:00:49:48:359        0 1H  1  0  1  CH   0  0   0   0  0H  1  0H 0 0

 4003 0 101:00:49:56:147   7.8  0 FH  1  0  1  DH  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 4381 0 101:01:39:04:906        0 0H  1  0  1  7H  54  0   0   0  0H  1  0H 0 0

 4382 0 101:01:39:12:693   7.8  0 FH  1  0  1  8H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 4766 0 101:02:29:08:280        0 1H  1  0  1  8H   0  0   0   0  0H  1  0H 0 0

 4767 0 101:02:29:16:088   7.8  0 FH  1  0  1  9H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 5145 0 101:03:18:24:827        0 0H  1  0  1  3H  54  0   0   0  0H  1  0H 0 0

 5146 0 101:03:18:32:654   7.8  0 FH  1  0  1  4H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 5530 0 101:04:08:28:221        0 1H  1  0  1  4H   0  0   0   0  0H  1  0H 0 0

 5531 0 101:04:08:36:009   7.8  0 FH  1  0  1  5H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 5634 0 101:04:21:59:533        0 0H  1  0  1  CH  54  0   0   0  0H  1  0H 0 1

                                                                              ^

 DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ= 5634

 #NORMAL SCAN MODE = 2871    #ELECTRO. CAL MODE=   0    #WAVELEN. CAL MODE=   0

 #SOLAR CAL DIFF.WK=    0    #SOLAR CAL DIFF.CV=   0    #SOLAR CAL DIFF.RF=   0

 #REFL. CAL DIFF.WK=    0    #REFL. CAL DIFF.CV=   0    #REFL. CAL DIFF.RF=   0

 #DIAGNOSTIC MODE..=    0    #OTHER OPER. MODES=  15    #STANDBY OP. MODE =2748

 #BAD QUALITY: TIME=    0    #INSTRUMENT STATUS=   0    #ANALOG DATA      =   0

 #TIME LAG ANOMALY =    0    #SCIENCE INVALID  =  15    #DETECTED ERRORS..=   0

 #HIGH VOLTAGE OFF =    0    #CHOPPER NON-SYNC =   0    #CHOPPER MOTOR OFF=   0

 #SCAN. POSI. ERROR=    0    #SCENE QUALITY BAD=   1

***** INSTRUMENT LEVEL-0 DATA PASSED QC *****

b) Spacecraft report:

Line

Description

1-4

Processing information 

6-12

Header record and summary

14-19

Data span information

16

Overlap length for previous and current data files

21-27

Data record 

30-34

Diagnostic summary

31

Record summary

32-33

Frame summary

34

Error summary

                       TOMS-EP  SPACECRAFT LEVEL-0 DATA QC         Apr 12, 2003

                       -----------------------------------         Sat 13:54:18

 Previous_file = /uv/tprod/ep/v0s/s0310005_0310016.w

 Current_file  = /uv/tprod/ep/v0s/s0310016_0310104.e

 HEADER RECORD:

 (WORD #00-#17)=  0 - 1    2    3   4  5  6    7     8   14   15    16    17

                -------- ---- ---- -- -- --- ----- ---- ---- ----- ----- ---

                EPROBE-1 S-L0   19  1 03 100 36165 e    y    42912     0   3

                           Filled number of minor frames =       0

  WORD #4572 (first spare) Actual number of minor frames)=   42912

 DATA SPAN # 1 =  100: 5: 7:36  TO  100:16:12:29  (Previous file)

 DATA SPAN # 2 =  100:16:12:30  TO  100:16:13:19  (Previous file)

 Overlapped--- =                            -229  seconds

 DATA SPAN # 1 =  100:16: 9:30  TO  100:16:12:29  (Current file)

 DATA SPAN # 2 =  100:16:12:30  TO  100:16:17:53  (Current file)

 DATA SPAN # 3 =  100:16:17:54  TO  101: 4:21:51  (Current file)

 DATA RECORD:

 DATA <- TIME STAMP ->  Interval

 REC# DOY:HR:MN:SC:MS   Difference HQ TQ        Remark

 ---- --- -- -- -- ---  ---------- -- -- ----------------------------------

    1 100:16: 9:30:923              0  0

 1341 101: 4:21:19:896              0  0

 DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ = 1341   #TOTAL MAJOR FRAMES= 1341

 #TOTAL MINOR FRAMES=42912

 #NORMAL FORMAT     =42595   #PROGRAMABLE FORMAT=    0   #MEMORY DUMP FORMAT=  317

 #HEADER QUALITY BAD=    0   #TRAIL QUALITY BAD =    0   #TIME ANOMALIES    =    0

 **** SPACECRAFT LEVEL-0 DATA PASSED QC ****

Processing Time: negligible 

File Size: No data are generated.

Notes:

The execution of the QC software is very straightforward.  Familiarity with the QC process requires an understanding of the QC reports.  An overlap must exist between successive data files. A typical length of overlap is approximately 200 seconds. The value of the overlap is negative because of the convention for determining the overlap, and therefore it can be ignored.  If previous and current files do not overlap, the current file will fail QC.

In the instrument data QC reports, each line of the data record section lists a record number, time, and a series of instrument status flags.  Lines are written for the first and last records of the data file, for mode changes and data quality.  The carat symbol ('^') is written under lines printed for mode changes or bad data quality.

Most of the lines are written for mode changes.  Modes are indicated by their hexadecimal value and are listed in the instrument status section. The most common mode changes are between scan mode (1H) and standby mode (0H).  The table below lists the flag values for common modes:

Value

Mode                                            

0H

Scan mode

1H

Standby mode

2H

Solar calibration mode

3H

Wavelength monitoring mode

4H

Electronic calibration mode

5H

Reflectance calibration mode

FH

Mode change in process 

During mode changes between Scan and Standby modes, a carat is printed under the Science data flag as well because it changes to indicate whether science data are being collected. 

There are four binary data quality flags (0,1) that are set to true (1) if a quality problem is detected. These flags are associated with time, instrument, analog, and science data segment in each record. Bad quality flags occur most often for time or science data errors.   A bad time flag is set when the time between successive records is not 7.8 seconds. This problem will be indicated by a carat under an anomalous number of seconds in the 'DIFF' field of a record line.  Bad science data flags most commonly occur when there is a bad scene. In this case, the SQ field, the last one of the record lines, will be set.  The scene quality flag will often be set in the last data record of the file. This is due to the truncation of the data in the file, and is of no concern. A small number of bad quality data records will have no significant effect on the quality of the overall data record and are therefore permissible. The QC software is particularly conservative in this matter, and will often reject files that should not be rejected.  In this regard, a few bad quality flags are acceptable, however if the number of quality flags set to bad is consistently elevated, this should be investigated.

The spacecraft data QC reports are much shorter. Multiple data spans may be listed, but they are typically separated by only one second. Any greater time interval would be cause for inquiry.  If overlap between files is shown in this section there is no issue.  

The data record section is much shorter than the instrument data report. Again, the first and last records are listed, and if there are no quality issues, nothing else will be shown.  The two quality flags in spacecraft data are for a record header and trailer.  Bad trailers are more common.  Bad trailers will often pass the data QC. However if more than one occurs, TMOC should be contacted to discuss the issue. 

Level 0 Subset Processing

Level 0 spacecraft files accumulate at a rate of approximately 44 MB per day and are over six time larger than instrument files for a given amount of time.  These data are not evaluated on a regular basis.  Members of the TOMS science operations staff prefer to work with subsets of the spacecraft data. The process of subsetting this data is done immediately after they pass the QC process.  v0sstrip.exe is the program which performs this process.

Program Name: v0sstrip.exe
Location: /uv/tprod/ep/bin/v0sstrip.exe
Usage:

v0sstrip.exe infile outfile syr sday [debug]

  infile  = input file name

  outfile = output file name

  syr     = data start year (YY)

  sday    = data start day of year (DDD)

  debug   = to print debug information (1/0)

Example:

v0sstrip.exe /uv/tprod/ep/v0s/s0310005_0310016.w /uv/tprod/ep/v0s/sub/ss0310005_0310016.w 03 100 0

Inputs:

Level 0 Spacecraft data file

Outputs:

Processing summary printed to standard output :

total_majorframe=1219 bad=0 

Total number of records stripped from Spacecraft Level-0: 1219

Subsetted Level 0 Spacecraft data file 

Processing Rate: negligible

File Size: 

Subsetted files are approximately 2% of the size of the original level 0 spacecraft files.

Level 0 Subset QC Processing

After the spacecraft level 0 subsets are produced, the QC program v0ssubqc.exe is used to verify the quality of the subset.

Program Name: v0ssubqc.exe
Location: /uv/tprod/ep/bin/v0ssubqc.exe
Usage:

 v0ssubqc.exe year doy cfile [pfile]

   year = start data year (YYYY)

   doy  = start data day of year (DDD)

   cfile = current data file name

   pfile = previous data file name (optional)

Example:

v0ssubqc.exe 2003 100 /uv/tprod/ep/v0s/sub/ss0310005_0310016.w /uv/tprod/ep/v0s/sub/ss0309915_0310005.e

Inputs:

Current level 0 spacecraft data file 

Previous level spacecraft data file (optional)

Outputs:

Processing report printed to standard output:

Line

Description                                                                  

1-5

Processing information 

7-10

Header record and summary

11-18

Data span information

16

Overlap length for previous and current data files

20-24

Data record 

27-29

Diagnostic summary

28

Record summary

29

Error summary

                   TOMS-EP  SPACECRAFT LEVEL-0 DATA SUBSET QC      Apr 13, 2003

                   ------------------------------------------      Sun 19:13:03

 Previous_file = /uv/tprod/ep/v0s/sub/ss0309915_0310005.e

 Current_file  = /uv/tprod/ep/v0s/sub/ss0310005_0310016.w

 HEADER RECORD:

  0 - 1    2    3   4-L   4-R   5-L   5-R   6-L   6-R

-------- ---- ---- ----- ----- ----- ----- ----- -----

EPROBE-1 S-L0 w    1219     0     1     2  2003     0

 DATA SPAN # 1 =   99:15:21:18  TO   99:15:23:38  (Previous file)

 DATA SPAN # 2 =   99:15:23:39  TO   99:15:29:46  (Previous file)

 DATA SPAN # 3 =   99:15:29:47  TO   99:20:30:24  (Previous file)

 DATA SPAN # 4 =   99:20:30:25  TO   99:20:35: 7  (Previous file)

 DATA SPAN # 5 =   99:20:35: 8  TO  100: 5:11:24  (Previous file)

 Overlapped--- =                            -228  seconds

 DATA SPAN # 1 =  100: 5: 7:36  TO  100:16:12:29  (Current file)

 DATA SPAN # 2 =  100:16:12:30  TO  100:16:13:19  (Current file)

DATA RECORD:

 DATA <- TIME STAMP ->  Interval

 REC# DOY:HR:MN:SC:MS   Difference HEADQUAL TRAILQUAL FRAME FORMAT         Remark

 ---- --- -- -- -- ---  ---------- -------- --------- ---------------- ------------------

    1 100: 5: 7:36:254                    0         0 5555555555555555

DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ = 1219   #TOTAL MAJOR FRAMES= 1219

 #HEADER QUALITY BAD=    0   #TRAIL QUALITY BAD =    0   #TIME ANOMALIES    =    0

 **** SPACECRAFT LEVEL-0 DATA SUBSET PASSED QC ****

Processing Time: negligible

File Size: No file output 

Level 0 Orbital Processing

Level 0 orbital data processing splits level 0 data files transferred to the TOMS processing system by TMOC (hereafter referred to as “level 0 transfer files”) into level 0 orbital files.  Raw level 0 data contain time information and the ODS file provides the data needed to correlate times to orbits. This process of splitting long data files into orbits is time consuming relative to the other steps in the science data production. The important executable for level 0 data processing is v0imkorb.exe. There is no QC program for level 0 orbital processing.

Program Name: v0imkorb.exe
Location: /uv/tprod/ep/bin/v0imkorb.exe
Usage: 

v0imkorb.exe curr_lvz prev_lvz / NULL ODS [orblist] [-f]

 curr_lvz 
= current Level-0 file to be broken into orbital

 prev_lvz 
= previous Level-0 file or NULL to be merged

 masterods
= master ODS file containing orbit info

 orblist  
= output file to contain the list of orbits made

   -f       
= first orbit only

note: In most cases, the level 0 software is used to split the entire level 0 instrument data transfer file into its orbits, and therefore the “-f” option is not used.  The previous transfer file is generally provided in processing so that a complete orbit can be formed across the region where the files overlap, so the “NULL” option is rarely used.  The use of the “orbitlist” is at the discretion of the user.  When the  level 0 software is run in an exclusive or standalone manner, it is not necessary. A file containing the orbit list can be useful if the new level 0 files will  be fed into further processing. The near real time processing script uses the orbit list in this way. 

Example:

v0imkorb.exe /uv/tprod/ep/v0i/i0309205_0309216.w /uv/tprod/ep/v0i/i0309115_0309205.e /uv/tprod/ep/aux/ODS_P.EP

Input:

Level 0 files, previous and current. ex. i0309205_0309216.w and  i0309115_0309205.e 

Master ODS file, ODS_P.EP

Output:

Level 0 orbital files, ex. z36035.ept, z36036.ept 

Orblist file, name is of choice. Optional.

Processing information to standard output:

first_orb_only=0

prev=/uv/tprod/ep/v0i/i0309115_0309205.e

curr=/uv/tprod/ep/v0i/i0309205_0309216.w

mODS=/uv/tprod/ep/aux/ODS_P.EP

number of overlap: 27

existing z36035.ept moved to z36035.ept1

re-generating z36035.ept

overlap unidentical at:  92 05:07:37.746 reason: event keys

overlap unidentical at:  92 05:07:45.554 reason: event keys

overlap unidentical at:  92 05:07:53.342 reason: event keys

overlap unidentical at:  92 05:08:01.150 reason: event keys

overlap unidentical at:  92 05:08:08.957 reason: event keys

overlap unidentical at:  92 05:08:16.745 reason: event keys

overlap unidentical at:  92 05:08:24.552 reason: event keys

generating z36036.ept

generating z36037.ept

generating z36038.ept

generating z36039.ept

generating z36040.ept

generating z36041.ept

generating z36042.ept

Comments:

Line
Comment    

1
binary indication of status of first orbit flag

2-4 
input files – current and previous level 0 files, master ODS file 

6
backup of previous partial level 0 orbital file; replaced by new, complete file

7-21
processing and output information

Processing Rate: 3 min / orbit

File Size: 500 KB / file

Notes:

While the “overlap unidentical” messages in the processing report appear to signal an error, this is normal and acceptable in the merge of the overlapping orbits from the previous and current files. The messages indicate that time points in the files do not match up exactly,  however the magnitude of this error  is not great.  The level 0 program writes data output to the current directory. One should change directory to the desired output directory before running the software, whether running this program from the command line or through the use of a custom script.  

5.3 Level 1 Processing

In the production of Level 1 data, satellite ephemeris and cloud and surface climatologies are added to the level 0 data.  Historically, level 1 data are called “raw units” and the data files are therefore known as raw units files, abbreviated “RUF”.  The program which generates these RUF files is rufgen.exe, and its driver is rufgen.com.  To produce level 1 data, a range of orbits or dates is given to rufgen.com and it calls rufgen.exe and subsequently a QC program, rufgenqc.exe.

Program Name: rufgen.com
Location: /uv/tprod/ep/bin/rufgen.com

Inputs:

Level 0 orbital data.  (ex. z31692.ept, z31693.ept)

Ephemeris data file. (ex. P020604_P020612.EPH for the entire range that will be processed.)

Cloud pressure climatologies.  (CLDPRES.JAN, CLDPRES.FEB, etc.  

Snow and ice surface data. ( SNOICE.jan, SNOWICE.feb, etc. for all 12 months.)

Surface categorization data. ( SURFCAT.DAT )

Terrain pressure data ( TERPRS.DAT )

Orbital data specification file (ODS_P.EP )

Usage: 

rufgen.com option beg end lvzdir rufdir auxdir prod_type

option = D:Date; O:Orbit; x:D -> O

beg    = starting date or orbit number (YYYYDDD/XXXXX)

end    = ending   date or orbit number (YYYYDDD/XXXXX)

lvzdir = directory of Level-0 data file 

rufdir = directory of Level-1 data file 

auxdir = directory of auxiliary data file 

prod_type = data product type (PRELIMINARY/STANDARD)

note: the date ('D') option is used for the historical Nimbus-7, which is produced in days, not in orbits like EP-TOMS, for which the 'O' option should be selected. The final option, 'D->O', is of no use. The prod_type string value PRELIMINARY is used for processing with predictive epehemeris. STANDARD is used when definitive ephemeris is used. 

Example:

rufgen.com O 36003 36017 /uv/tprod/ep/nrt/v0ib /tmp /uv/tprod/ep/aux/ PRELIMINARY

Output:

Level 1 data files: r31962.ept, etc.

Report files:  r31692.rpt, etc.

Line
Comment

1 
filename, orbit, processing date, time (utc)

2
start_date, start_time, start_lat, start_lon, end_date, end_time, end_lat, end_lon

1 r33471.ept 33471 20030411 20:42:44 20021007 08:02:20   45.74

20021007 08:02:26   0.45   45.66 20021007 09:41:38  -0.09   20.94

/misc/reproc/ep/ol/bin/rufgen.exe for TOMS-EP  ended normally

(input: /misc/reproc/ep/ol/nrt/v0ib/z33471.ept)

Processing information to standard output, which contains production and QC information:

Line

Description

1-10 

rufgen.exe report containing input file information

12 

qc report begins

14 

data file subject to QC

16-18

header of level 1 data file

21-24

data on endpoints of the orbit: date, time, geolocation data, and angles. 

26-28 

Information on the mode cycles the instrument was in during the orbit:  



Skn
:
Scan mode



Scc 
:
Solar calibration mode – Cover  diffuser



Scw
:
Solar calibration mode – Working diffuser



Wmm:
Wavelength monitor measurement mode



Ecl
:
Electronics calibration mode 



Rcc
:
Reflectance calibration mode  – Cover diffuser



Rcw
:
Reflectance calibration mode  – Working Diffuser 



Rcr
:
Reflectance calibration mode  – Reference Diffuser



St_By:
Standby mode

31-35

Mode summary



NORMAL MODE is scan mode, OTHER/SPARE MODE is standby mode

Producing RUF 33471 - 33472 ...

Level-0=/misc/reproc/ep/ol/nrt/v0ib/z33471.ept

Level-1=/misc/reproc/ep/nrt/v1/r33471.ept

ephfile=/misc/reproc/ep/nrt/v1/P021004_P021012.EPH

odsfile=/misc/reproc/ep/ol/aux/ODS_P.EP

terpres=/misc/reproc/ep/ol/aux/TERPRS.DAT

surfcat=/misc/reproc/ep/ol/aux/SURFCAT.DAT

snowice=/misc/reproc/ep/ol/aux/SNOICE.

cloudpr=/misc/reproc/ep/ol/aux/CLDPRES.

Logged: /misc/reproc/ep/nrt/v1/rpt/r33471.rpt

                           TOMS-EP LEVEL-1 RUF DATA QC             Apr 11, 2003

                           ---------------------------             Fri 16:42:45

data_file = /misc/reproc/ep/nrt/v1/r33471.ept

HEADER RECORD (first 156 characters printed in two lines as follows):

TOMS-EP  FM-3 LEVEL-1 BY rufgen.c     VERSION 1.3  MAY 10 1999 ON SGI UNIX V       

GEN APR 11 2003 204244 DATA SPAN OCT 07 2002 080226 TO OCT 07 2002 094138

DATA RECORDS (w/minimum and maximum angles):

 # Orb# Frm Hr:Mn:Sc  SOD    Lat    Long   Alt  Nad   R-Asc  Decl   Azim   Elev

-- ----- -- -- -- -- ----- ------  ------ ---- ----- ------ ------ ------ ------

 1 33471  1  8: 2:26 28946 -81.77 -179.28  710     0-167.22  -5.51   9.68 -80.32

        764  9:41:38 34898  81.77  179.93  753     0-167.15  -5.48 170.32  80.31

Orbno S_YYMMDD S_Time E_YYMMDD E_Time Skn Scc Scw Scr Wmn Ecl Rcc Rcw Rcr St_By

----- -------- ------ -------- ------ --- --- --- --- --- --- --- --- --- -----

33471 20021007  28946 20021007  34898 382   0   0   0   0   0   0   0   0   380

DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ=  765           #BAD QUALITY FRAMES=     0

 #NORMAL MODE      =  382           #TIME LAG ANOMALIES=     0

 #CALIBRATION MODE =    0           #ANGLE OUT-OF-RANGE=     0

 #DIAGNOSTIC  MODE =    0           #SCENES W/FILL DATA= 14376

 #OTHER/SPARE MODE =  380           #MODE CHANGE IN PRO=     2

************ LEVEL-1 /misc/reproc/ep/nrt/v1/r33471.ept passed QC ************

Level-0=/misc/reproc/ep/ol/nrt/v0ib/z33472.ept

Level-1=/misc/reproc/ep/nrt/v1/r33472.ept

ephfile=/misc/reproc/ep/nrt/v1/P021004_P021012.EPH

odsfile=/misc/reproc/ep/ol/aux/ODS_P.EP

terpres=/misc/reproc/ep/ol/aux/TERPRS.DAT

surfcat=/misc/reproc/ep/ol/aux/SURFCAT.DAT

snowice=/misc/reproc/ep/ol/aux/SNOICE.

cloudpr=/misc/reproc/ep/ol/aux/CLDPRES.

Logged: /misc/reproc/ep/nrt/v1/rpt/r33472.rpt

                           TOMS-EP LEVEL-1 RUF DATA QC             Apr 11, 2003

                           ---------------------------             Fri 16:42:48

data_file = /misc/reproc/ep/nrt/v1/r33472.ept

HEADER RECORD (first 156 characters printed in two lines as follows):

TOMS-EP  FM-3 LEVEL-1 BY rufgen.c     VERSION 1.3  MAY 10 1999 ON SGI UNIX V       

GEN APR 11 2003 204246 DATA SPAN OCT 07 2002 094146 TO OCT 07 2002 112058

DATA RECORDS (w/minimum and maximum angles):

 # Orb# Frm Hr:Mn:Sc  SOD    Lat    Long   Alt  Nad   R-Asc  Decl   Azim   Elev

-- ----- -- -- -- -- ----- ------  ------ ---- ----- ------ ------ ------ ------

 1 33472  1  9:41:46 34906 -81.77 -179.94  710     0-167.15  -5.53   9.67 -80.33

        764 11:20:58 40858  81.77  179.92  753     0-167.09  -5.51 170.33  80.32

Orbno S_YYMMDD S_Time E_YYMMDD E_Time Skn Scc Scw Scr Wmn Ecl Rcc Rcw Rcr St_By

----- -------- ------ -------- ------ --- --- --- --- --- --- --- --- --- -----

33472 20021007  34906 20021007  40858 382   0   0   0   0  40   0   0   0   340

DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ=  765           #BAD QUALITY FRAMES=     0

 #NORMAL MODE      =  382           #TIME LAG ANOMALIES=     0

 #CALIBRATION MODE =   40           #ANGLE OUT-OF-RANGE=     0

 #DIAGNOSTIC  MODE =    0           #SCENES W/FILL DATA= 12883

 #OTHER/SPARE MODE =  340           #MODE CHANGE IN PRO=     2

************ LEVEL-1 /misc/reproc/ep/nrt/v1/r33472.ept passed QC ************

rufgen.com ended successfully

Processing Time:

30 orbital files / minute

File Size: 

1.02 MB per  file

Notes:

The software assumes that cloud pressure, surface, terrain pressure, and orbit data are in the auxillary directory supplied at the command line.  Because the predictive ephemeris data are as good as the definitive ephemeris, level 1 data generated with predictive ephemeris are taken as the final product.  Therefore the product type selected in the command call is 'PRELIMINARY'.  All ephemeris files that cover the dates of the orbits to generate should be in the target level 1 directory. rufgen.com will select the proper one. If the necessary ephemeris data are not available in the near real time level 1 data directory, /uv/tprod/ep/nrt/v1, check in the archive location, /misc/uvdat4/ep/arch/pred-eph.  rufgen.com requires a report directory called 'rpt' in the output directory, and it does not place output data into yearly subdirectories ( ie. Y2003 ).  

In the report file, ANGLE OUT-OF-RANGE indicates the number of records screened out due to bad measurement angles, and TIME LAG ANOMALIES are records rejected because the length of time between the start of data records was not normal. 

Level  1 Subset Processing

Level 1 data are periodically subsetted manually for analysis by the calibration team. The data files, also termed RUF (raw units file) data, provides them with the raw radiances which are useful for instrument characterization, especially over ice surfaces. These data are generally produced on an as needed basis, as requested by the calibration team.

The subsetting program is rufsub_up.exe.  The program subsets a single level 1 orbital file and updates  the subset data files with new records from the orbit. The control script rufsub_up is used to process a range of orbits.  

Processing Name: rufsub_up

Location: /uv/tprod/ep/bin/rufsub_up

Inputs:

Level 1 files [ r31692.ept, r31693.ept, etc. ] 

Calibration history file [ rufcal_his.ep ]

Instrument status history [ rufinst_his.ep ]

Housekeeping history file [ rufhk_his.ep  ]

Processing statistics abstract history file [ rufabs_his.ep ]

Local equator crossing time history file [ ruflect_his.ep ]

Usage:

rufsub_up beg end rufdir cal inst hk lect abs [anyway]

beg = first orbit in desired range 

end = last orbit in desired range

rufdir = directory of selected level 1 data 

cal = calibration history file with path

inst = instrument history file with path 

hk = housekeeping history file with path 

lect = local equator crossing time history file with path

abs = status abstract history file with path

anyway = flag to continue processing orbits if gap in data are found

Example:

$ rufsub_up 29424 34712  /uv/tprod/ep/nrt/v1/y2002  /uv/tprod/ep/v1sub/y2002/rufcal_his.ep  

/uv/tprod/ep/v1sub/y2002/rufinst_his.ep  /uv/tprod/ep/v1sub/y2002/rufhk_his.ep  

/uv/tprod/ep/v1sub/y2002/ruflect_his.ep  /uv/tprod/ep/v1sub/y2002/rufabs_his.ep 

Outputs:

Updated history files for all five histories.

Processing Time: 30 min per year

File Size: Some of the history files are rather large. Sizes of files for one year are listed below.

rufabs_his.ep
750 
KB

rufcal_his.ep
440 
MB

rufhk_his.ep 
7
MB

rufinst_his.ep
210 
MB

ruflect_his.ep
200 
KB

Notes: If level 1 history files do not already exist, the files must be intitialized with the 'touch' command:

$ touch /misc/reproc/ep/tomsv7/data/rufcal_his.ep  /misc/reproc/ep/tomsv7/data/rufinst_his.ep   ...

Otherwise, running the level 1 subsetting software will update the files specified in the call to the program as described in the 'usage' section above.

5.4 Level 2 Processing

Level 2 data production processes the raw measurements of the level 1 files through a computational science algorithm to produce the geophysical parameters for the experiment.  Level 2 data are first produced as orbital files by ozt.exe. The orbital files are subsequently merged into daily files by ozto2d.exe

Orbital Level 2 Software

The driver program ozt.com is the manual user interface for ozt.exe. It calls ozt.exe to produce level 2 data and then QC it.

Processing Name: ozt.com

Location: /uv/tprod/ep/bin/

Inputs:

Level 1 data files

Ozone table [TABLE.EP]

Albedo correction file [ACF.EP]

Constants file [CONST.EP]

Eclipse file [ECLIPSE.DAT]

Orbital counts file [ORBCNTS.EP]

Sweep correction file [SWPCR.DAT]

Usage: 

ozt.com opt beg end rufdir oztdir auxdir table acf const eclps orbcnt  swpcr [orbs]

opt = Input option, date or orbit.  D:Date; O:Orbit 

beg = Starting date or orbit number (YYYYDDD/xxxxx) 

end  = Ending date or orbit number (YYYYDDD/xxxxx) 

rufdir = Directory of RUF (level 1) data files 

oztdir = Directory for level 2 data files 

auxdir = Directory of auxiliary data files 

table  = Ozone lookup table data file 

acf    = Albedo correction data file 

const  = Constants data file 

eclps  = Eclipse data file 

orbcnt = Orbital counts file 

swpcr  = Sweep correction file, including path

orbs   = Filename w/path containing listing of orbits

note: 'orbs' is optional.

Example:

$ ozt.com O 29424 34712 /uv/tprod/ep/nrt/v1 /uv/tprod/ep/nrt/v2 /uv/tprod/ep/aux TABLE.EP ACF.EP CONST.EP ECLIPSE.DAT ORBCNTS_P.EP /uv/tprod/ep/aux/SCR.DAT

Output: 

Level 2 orbit data files, s31692.ept

Processing notice to standard output:

Logged: /uv/tprod/ep/tmp/rpt/s02157_31692.rpt

Running QC ...

/uv/tprod/ep/tmp/s31692.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN JUN 18 2002 214521 DATA SPAN JUN 06 2002 135253 TO JUN 06 2002 153205  

Total number of records read: 385   Number of orbits: 1

Ended normally

3. Report for each orbit, s02157_31692.rpt

Line

Description

1-3

Program information and processing date 

4-15

Listing of input arguments

13

Scan correction file

16-33

Listing of the constants used 

34-35

Processing options (max  solar zenith angle)

36-50

Header data

51-95

Processing Summary

53-60

Coverage data

61-71

Scan summary

72-80

Sample summary

81-94

Error flag summary

**** TOMS TOTAL OZONE PROCESSING PROGRAM, VERSION 7.62, Dec 21 2001 ****

 TOMS-EP 

 DATE AND TIME FOR JOB RUN: TUE 18 JUN 2002  12:19:04   

 A LISTING OF THE INPUT CARDS FOR THIS JOB RUN FOLLOWS: 

 OSUNIX TOMS-EP

 RUF=/uv/tprod/ep/nrt/v1/r31693.ept

 OZT=/uv/tprod/ep/tmp/s31693.ept

 TABLE-N=/uv/tprod/ep/aux/TABLE.EP

 ACF=/uv/tprod/ep/aux/ACF.EP

 CONST=/uv/tprod/ep/aux/CONST.EP

 ORB=/uv/tprod/ep/aux/ORBCNTS.EP

 REP=/uv/tprod/ep/tmp/rpt/s02157_31693.rpt

 SWPCR=/uv/tprod/ep/aux/realepswpcr121001.dat

  '02157'/

  /

 Constants:

 Wavelengths:   308.65   312.56   317.57   322.37   331.29   360.40

 Solar Flux:    554.55   601.60   689.69   643.64   879.88  1001.00

 Prelaunch:    6.990E-04  6.680E-04  6.500E-04  6.490E-04  6.760E-04  8.420E-04

 Gain Ratios:  10.005  10.010   0.000

 Raman Scattering Corrections

     for 1.0 atm, 8%  ref:  -0.295   0.017  -0.598   0.126   0.310  -0.430

     for 0.4 atm, 80% ref:  -0.167   0.006  -0.311   0.056   0.139  -0.175

 SO2 Wavelength Indices:   3   4   5   6

 Abs coeff for oz:    2.970   1.640   0.880   0.470   0.140

 Abs coeff for SO2:   9.620   4.360   2.210   0.650   0.050

 N-value Adjustments:    0.12   -0.16   -0.15   -0.83   -0.10    0.00

 A Wavelength Indices:   2   5

 B Wavelength Indices:   3   5

 C Wavelength Indices:   4   5

 SOI flag limit:    24.0

 Error Flag 2 Limits:     5.0     5.0     5.0     5.0

 Error Flag 3 Limits:     2.0     2.0     2.0     5.2

 PROCESSING OPTIONS:

 MAX SOLAR ZENITH ANGLE:  92.0

 *** Header Record of RUF ***

 TOMS-EP  FM-3 LEVEL-1 BY rufgen.c     VERSION 1.3  MAY 10 1999 ON SGI UNIX V  

      GEN JUN 17 2002 221823 DATA SPAN JUN 06 2002 153213 TO JUN 06 2002 171125

  PRELIMINARY PRODUCT                                                                                                                 

  CALIBRATION DATA AND CONVERSION CONSTANTS FOR DAY 157/2002

  ------------------------------------------------------------

  lambda     f-values       gain 1       gain 2       gain 3       gain 4

  308.65       538.73     0.2912E-02   0.2913E-01   0.2916E+00   0.0000E+00

  312.56       584.44     0.2801E-02   0.2802E-01   0.2805E+00   0.0000E+00

  317.57       670.01     0.2658E-02   0.2660E-01   0.2662E+00   0.0000E+00

  322.37       625.28     0.2670E-02   0.2672E-01   0.2674E+00   0.0000E+00

  331.29       854.78     0.2806E-02   0.2808E-01   0.2811E+00   0.0000E+00

  360.40       972.44     0.3421E-02   0.3423E-01   0.3426E+00   0.0000E+00

 ******  TOMS Daily ACF  ******

 2002  157    2349     4.1655   4.1931   4.0899   4.1144   4.1513   4.0629

                               PROCESSING SUMMARY

                               ------------------

                                    Coverage

                                    --------

                  Start                         End              Equator X'ing

        -------------------------   -------------------------    -------------

 Orbit  Year Day   GMT  Lat   Lon   Year Day   GMT  Lat   Lon    LECT     Lon

 ------------------------------------------------------------------------------

 31693  2002 157 55933  0.5  -66.5  2002 157 61885 -0.2  -91.2  11: 6:39  -66.4

 ------------------------------------------------------------------------------

                                      I/O

                                      ---

                                 Scans Rejected

                 Nadir    Instrument    Not       Analog or   Sample

                 view        not       normal     instrument  quality

                 SZA         in        science    quality     flagged

         Scans   out of      scan      data       flagged      bad      Scans

 Orbit   Read    range       mode      format       bad                 Written

 ------------------------------------------------------------------------------

 31693    764     375          5          0          0          0        384

 ------------------------------------------------------------------------------

                            Level-2 Samples Written

                            (Counts and % of Total)

                            -----------------------

                                   High        Error         Out of Range

 Orbit     Total       Good        SZA         Flag>1      SZA>88   PMT Cnts<1

 -----     --------------------------------------------------------------------

 31693     13440       10924        233        1848         435          0

                        81.3%       1.7%       13.8%        3.2%       0.0%

 ------------------------------------------------------------------------------

                               Error Flag Counts

                               -----------------

                                    331 Nm    Triplet

                                    Residue   Residue             Residue

                         SZA > 84   Too       Too        SO2      Exceeds

 Orbit  Alg     Good     Degrees    Large     Large      Present  Limit

                (0)        (1)       (2)       (3)       (4)       (5)

 ------------------------------------------------------------------------------

 31693   1     6992         0         0        21         0         0

         2     3152         0        44         0         0       226

         3      718         5       878       148         6         3

         4       62       228       163         1         0       358

 ------------------------------------------------------------------------------

              10924       233      1085       170         6       587

 ******** PROCESSING TERMINATED NORMALLY ********

Processing Rate: 720 orbits per hour.  7 h 30 m per year of data.

File Size:
815 MB per orbit 

Notes: 

Level 2 data are frequently produced with a modified set of ancillary input files. One case when this is done is for 'reprocessing,'  the processing of a level 2 data set with an improved ACF file, an adjusted constants file, a modified ozone table, or a combination thereof. Changes to these files may be made by the science and calibration teams on a periodic basis after an analysis of the production data. Reprocessing is typically done for a long period in the data record, and therefore adequate space must be allotted to store the new data.  A new level 2 data set should be produced in an environment totally separate from the near real time production system at /uv/tprod/ep, as discussed above. 

Another situation where level 2 data will be processed manually is in the testing of a new sweep correction file. In this case, a relatively short amount of data are produced using this modified input, and the effectiveness of the correction is then evaluated. Depending on this determination, an adjustment to the correction may be made and the limited range of data may be processed again. As with reprocessing, all data production in testing should be done in a wholly separate processing location, where output data, modified software, and new input files are kept separate from the production system. When the correction is good, and after an evaluation  of the improved data by the science team, the correction is installed in the near real time processing system. This is done by placing the new correction file in the production auxiliary directory and making a modification to the ozt.com execution call in the near real time processing script so that the proper correction file is used. The software manager should be notified before the new correction is applied, for tracking purposes.

Level 2 Daily File Production

The script ozto2d is the driver program used to merge several days of level 2 orbital data into daily files. It does this by making repeat calls to ozto2d.exe, the program which does the actual merge, but only for one day per execution.  The merge software determines which orbits should be merged for a specified day using the master ods files.  

Program Name: ozto2d

Location: /uv/tprod/ep/bin/ozto2d
Inputs:

Level 2 orbital data files

Usage: 

ozto2d syear sdoy eyear edoy indir outdir putrpt

where syear = starting year (YYYY) 

sdoy  = starting day of year (DDD) 

eyear = ending   year (YYYY) 

edoy  = ending   day of year (DDD) 

indir = input directory 

outdir= output directory 

putrpt= Y/N flag to save output (orbit mapping list)

Example:

$ ozto2d 2002 001 2002 365 /uv/tprod/ep/nrt/v2 /uv/tprod/ep/nrt/v2d N

Output:

Level 2 daily file. ex.: uv/tprod/ep/nrt/v2d/s02157.ept

List of orbits merged into a day written to to standard output:

# 1 Orbital_file=/uv/tprod/ep/nrt/v2/s31684.ept

# 2 Orbital_file=/uv/tprod/ep/nrt/v2/s31685.ept

# 3 Orbital_file=/uv/tprod/ep/nrt/v2/s31686.ept

# 4 Orbital_file=/uv/tprod/ep/nrt/v2/s31687.ept

# 5 Orbital_file=/uv/tprod/ep/nrt/v2/s31688.ept

# 6 Orbital_file=/uv/tprod/ep/nrt/v2/s31689.ept

# 7 Orbital_file=/uv/tprod/ep/nrt/v2/s31690.ept

# 8 Orbital_file=/uv/tprod/ep/nrt/v2/s31691.ept

# 9 Orbital_file=/uv/tprod/ep/nrt/v2/s31692.ept

#10 Orbital_file=/uv/tprod/ep/nrt/v2/s31693.ept

#11 Orbital_file=/uv/tprod/ep/nrt/v2/s31694.ept

#12 Orbital_file=/uv/tprod/ep/nrt/v2/s31695.ept

#13 Orbital_file=/uv/tprod/ep/nrt/v2/s31696.ept

#14 Orbital_file=/uv/tprod/ep/nrt/v2/s31697.ept

#15 Orbital_file=/uv/tprod/ep/nrt/v2/s31698.ept

/uv/tprod/ep/nrt/v2d/s02157.ept created for 15 orbits (vs. 15 in 31684-31698)

Processing Rate:  20 days per minute 

File Size:  One daily level 2 file - 11.8 MB (average)

Notes:

In the near real time processing system, the report files for the production of level 2 daily data are written by redirecting the standard output, shown above, to a file, for example /uv/tprod/ep/nrt/v2d/rpt/v2d02157. The naming convention for these reports is v2dYYDDD.

5.5 Level 3 Processing

Level 3 data Prodution

Level 2 data contain measurements from all 35 scan positions. At higher latitudes, measurements in adjacent orbits overlap, making available more than one data value for many locations over the Earth. In addition, it is inevitable that some measurements will be bad. In level 3 data production the best measurements are selected based on geometry and data quality, and these are fixed on a global grid.  The level 3 program can produce four data products. They are: total ozone, reflectivity, aerosol index, and ultraviolet exposure.  The data files for these products are written in sequential latitude bands in ASCII format. The preferred way to generate level 3 data are to run gridt.com, a driver program which, for a range of days, calls the program that produces the data files, gridt.exe, and then the program  which performs the data QC using the program cdtomsqc.exe.

Program Name: gridt.com
Location: /uv/tprod/ep/bin/gridt.com

Usage:

gridt.com syrdoy eyrdoy step oztdir orbhis outdir outmask inmask

syrdoy = starting year and day of year (YYYYDDD)

eyrdoy = ending   year and day of year (YYYYDDD)

step   = 1-near realtime (predictive data), 2-production (definitive data)

oztdir = directory of Level-2 data file

orbhis = orbital history file name

outdir = directory of output data file(s)

outmask= bit index to produce products as follows: 1-ozone, 2-reflectivity, 4-residue ( aerosol index ), 8-SO2 index, 16-erythemal UV exposure

inmask = Level-2 daily data inputs combination of 1-next, 2-current, and 4-previous days.

Input:

Level 2 daily files, s02157.ept, s02158.ept, etc.   sYYDDD.ept

Orbital counts files, ORBCNTS_P.EP

For UV processing these files must be in the aux directory: 

disortrad360.dat, lowrad360.dat, eryth3.dat

Example:

a) Ozone

gridt.com 2003001 2003001 1 /uv/tprod/ep/nrt/v2d/y20 /uv/tprod/ep/aux/ORBCNTS_P.EP /tmp/example 1 7

b) Reflectivity

gridt.com 2003001 2003001 1 /uv/tprod/ep/nrt/v2d/y20 /uv/tprod/ep/aux/ORBCNTS_P.EP /tmp/example 2 2

Note: the outmask and inmask are bit masks whose options are added together for the deisred output. Thus in the case of ozone above,  outmask '1' indicates that ozone should be processed and inmask '7' indicates that the previous, current, and next days should be used in processing of the level 2 data.  A combined inmask will process several products at once. The use of 'y20' at the end of the paths to the level 2 are due to way the software was written to expect the level 2 directory structure.  See further discussion in the 'Notes' section below.

Output:

Level 3 data file

Processing information written to standard output

For example : 

Line 

Description

1

Date range scheduled for processing

2 

Blank

3-4

Processing information with path to report file

5

Processing  begins

6-17

QC information

7

Name of QC program, indicating product being checked

12-13

Level 3 file header

15-16

Summary of minimum and maximum values

17 

Final QC statement

Producing CDTOMS 001/2003 - 001/2003...

#    1:  For 001/03 -

Logged:  /tmp/example/rpt/g030101.rpt1

Running QC ...

#    1:  For 001/03 -

                        TOMS-EP OZONE     CDTOMS data QC           Apr 14, 2003

                        --------------------------------           Mon 09:36:47

Input file = /tmp/example/ga030101.ept

Valid range= 1 to 700 w/fill_value=0

First header record reads:

 Day:   1 Jan  1, 2003    EP/TOMS    NRT OZONE    GEN:03.104 Asc LECT: 11:04 AM 

 Lowest  OZONE    = 216 at lat= 26.5 lon= 148.125  (row#=11 cell#=13)

 Highest OZONE    = 528 at lat= 54.5 lon= 178.125  (row#=12 cell#=12)

CDTOMS /tmp/example/ga030101.ept passed QC

For example b:

Line 

Description

1

Date range scheduled for processing

3-4

Processing information with path to report file

6-17

QC information

7

Name of QC program, indicating product being checked

12-13

Level 3 file header

15-16

Summary of minimum and maximum values

17 

Final QC statement

Producing CDTOMS 001/2003 - 001/2003...

#    1:  For 001/03 -

Logged:  /tmp/example//rpt/g030101.rpt2

Running QC ...

#    1:  For 001/03 -

                        TOMS-EP REFLECT   CDTOMS data QC           Apr 14, 2003

                        --------------------------------           Mon 09:37:13

Input file = /tmp/example/ga030101.epr

Valid range= -20 to 120 w/fill_value=999

First header record reads:

 Day:   1 Jan  1, 2003    EP/TOMS    NRT REFLECT  GEN:03.104 Asc LECT: 11:04 AM 

 Lowest  REFLECT  =   0 at lat=-28.5 lon= 128.125  (row#=10 cell#=22)

 Highest REFLECT  = 100 at lat= 57.5 lon= -64.375  (row#= 4 cell#=18)

CDTOMS /tmp/example/ga030101.epr passed QC

QC report files where product types are indicated by appending the outmask value to the filename

g030101.ept1 
Ozone report

g030101.ept2 
Reflectivity report

g030101.ept4 
Aerosol report

g030101.ept16 
UV exposure report

See notes below for details on where these reports are written and stored.

Examples:

a) For ozone, report file g030101.ept1:

Line 

Description

1-5

Program Name and version information

7-23

Listing of input for gridt.exe, created by gridt.com

16-18

List of input files




I1 is data file for previous day




I2 is data file for current day




I3 is data file for next day




P1 is orbital counts file




O1 is output file

25-39

Processing parameters

43-54

Input file information

44-46

Level 2 header data

55-112

Summary of input file evaluations

115-117

Output file header information

127-142

Processing summary

137-142

Processing statistics

          *****************************************************

          *                                                   *

          * TOMS-EP         GRIDTOMS.F  2.10  DEC 31 1998     *

          *                                                   *

          *****************************************************

          DATE AND TIME OF JOB RUN: MON 14 APR 2003  09.36.37   

   AN ECHO PRINTING OF THE INPUT DATA STREAMS FOLLOWS:

   COLUMN:1234567890123456789012345678901234567890123456789012345678901234567890

          OSUNIX

          TOMS-EP 

           &CONTRO                                                              

           STJDAY=001.,STYEAR=2003.,EDJDAY=001.,EDYEAR=2003.,                   

           ISAMHI=35,ISTEPS=1,LAUNCH=1996184,NOPREV=.FALSE.,NONEXT=.FALSE.      

           &END                                                                 

          I1:/uv/tprod/ep/nrt/v2d/y2002/s02365.ept                              

          I2:/uv/tprod/ep/nrt/v2d/y2003/s03001.ept                              

          I3:/uv/tprod/ep/nrt/v2d/y2003/s03002.ept                              

          P1:/uv/tprod/ep/aux/ORBCNTS_P.EP                                      

          O1:/tmp/example//ga030101.ept                                         

          #                                                                     

          END OF INPUT DATA STREAMS.

    DATA FROM DAY   1. 2003. TO   1. 2003. FOR NEAR REALTIME                                                                         

    OUTPUT: OZONE                                                                                                                    

      DATA WILL BE PROCESSED FOR:                                                                                                    

         SOLAR ZENITH ANGLES   0.00 TO  88.00                                                                                        

         TOTAL OZONE ERROR CODES : 0 TO 0                                                                                            

         SAMPLE NO.   1 TO  35 WITH SKIPPING FACTOR=  1                                                                              

      DATA WILL BE PROCESSED FOR ALL LATITUDES AND LONGITUDES.                                                                       

      OPTION 4 IS TURNED OFF: NON-SYNC DATA RECORDS USED.                                                                            

      PRTOPT(4) IS ENABLED  : PRINT INPUT FILE PROCESSING SUMMARY.                                                                   

  +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

  THE HEADER FILE OF INPUT:                                                                                                          

 TOMS-EP  FM-3                                                                                                                       

 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX                                                                            

 GEN JAN 02 2003 221523 DATA SPAN JAN 01 2003 001652 TO JAN 02 2003 010627                                                           

  SEARCH FOR THE ACTUAL STARTING FILE                                                                                                

  -----------------------------------                                                                                                

  FILE    2 IS SEARCHED FOR DAY 365.  YEAR 2002.          FILE STARTS WITH: ORBIT=  34699. DAY= 365. YEAR= 2002. GMT=  3980.         

  DOUBLECHECKING STARTING ORBITAL FILES:                                                                                             

  FILE    2 IS SEARCHED FOR DAY 365.  YEAR 2002.          FILE STARTS WITH: ORBIT=  34699. DAY= 365. YEAR= 2002. GMT=  3980.         

  FILE    2 IS GOING TO BE USED AS STARTING FILE.                                                                                    

  INPUT FILE PROCESSING SUMMARY:                                                                                                     

  -------------------------------                                                                                                    

                      ENDING         STARTING         ENDING        #GOOD     #GOOD    <--------- DATA REJECTION --------->          

   FILE  ORBIT      DAY    TIME     LAT    LONG     LAT    LONG     SCANS   SAMPLES    %HISZA   %ERFLAG  %AREAREJ    % - OZ          

  --------------------------------------------------------------------------------------------------------------------------         

      2  34699.     365    9925     0.7   149.4    -0.3   124.8       312     10555     2.961    18.504     0.000     0.000          

      3  34700.     365   15892     0.2   124.7     0.3    99.8       316     10691     3.197    17.874     0.000     0.000          

      4  34701.     365   21845     0.7    99.7    -0.2    75.1       315     10772     3.221    16.839     0.000     0.000          

      5  34702.     365   27804     0.3    75.0    -0.2    50.3       317     10910     3.212    16.033     0.000     0.000          

      6  34703.     365   33764     0.3    50.2    -0.2    25.4       317     10928     3.220    15.892     0.000     0.000          

      7  34704.     365   39724     0.3    25.3    -0.1     0.6       317     10850     3.220    16.469     0.000     0.000          

      8  34705.     365   45684     0.4     0.5    -0.1   -24.3       316     10857     3.220    16.417     0.000     0.000          

      9  34706.     365   51644     0.4   -24.4     0.0   -49.1       318     10910     2.462    16.151     0.000     0.000          

     10  34707.     365   57604     0.4   -49.2     0.0   -73.9       317     10860     3.205    16.410     0.000     0.000          

     11  34708.     365   63564     0.5   -74.0     0.0   -98.8       317     10893     3.235    16.136     0.000     0.000          

     12  34709.     365   69524     0.5   -98.9     0.1  -123.6       317     10881     3.242    16.218     0.000     0.000          

     13  34710.     365   75484     0.5  -123.7     0.1  -148.4       316     10910     3.227    16.018     0.000     0.000          

     14  34711.     365   81444     0.6  -148.6     0.1  -173.3       316     10804     2.983    16.839     0.000     0.000          

     15  34712.     365    1004     0.6  -173.4     0.2   161.9       191      6427     4.367    25.812     0.000     0.000          

  ----- TRAILER FILE REACHED FOR FILE   16 -----                                                                                     

      2  34713.       1    6956     0.6   161.8    -0.3   137.1       313     10625     2.969    17.976     0.000     0.000          

      3  34714.       1   12916     0.2   137.0    -0.3   112.3       315     10610     2.991    18.271     0.000     0.000          

      4  34715.       1   18876     0.2   112.2    -0.2    87.5       316     10800     2.998    16.853     0.000     0.000          

      5  34716.       1   24836     0.3    87.4    -0.2    62.6       317     10869     2.983    16.356     0.000     0.000          

      6  34717.       1   30796     0.3    62.5    -0.2    37.8       317     10949     2.983    15.763     0.000     0.000          

      7  34718.       1   36756     0.3    37.7    -0.1    12.9       317     10651     3.235    17.927     0.000     0.000          

      8  34719.       1   42716     0.3    12.9    -0.1   -11.9       316     10834     3.227    16.580     0.000     0.000          

      9  34720.       1   48676     0.4   -12.0    -0.1   -36.7       316     10911     3.227    16.010     0.000     0.000          

     10  34721.       1   54635     0.4   -36.8     0.0   -61.6       318     10938     3.235    15.803     0.000     0.000          

     11  34722.       1   60595     0.4   -61.7     0.0   -86.4       317     10939     3.242    15.788     0.000     0.000          

     12  34723.       1   66555     0.5   -86.5     0.0  -111.2       317     10843     3.257    16.484     0.000     0.000          

     13  34724.       1   72515     0.5  -111.3     0.1  -136.1       316     10835     3.249    16.551     0.000     0.000          

     14  34725.       1   78475     0.5  -136.2     0.1  -160.9       316     10895     3.006    16.141     0.000     0.000          

     15  34726.       1   84435     0.6  -161.0     0.1   174.2       314     10721     3.006    17.432     0.000     0.000          

     16  34727.       1    3987     0.6   174.1    -0.3   149.5       312     10590     3.013    18.192     0.000     0.000          

  ----- TRAILER FILE REACHED FOR FILE   17 -----                                                                                     

      2  34728.       2    9947     0.2   149.4    -0.3   124.7       315     10586     2.998    18.442     0.000     0.000          

      3  34729.       2   15907     0.2   124.6    -0.2    99.8       315     10629     3.006    18.115     0.000     0.000          

      4  34730.       2   21867     0.2    99.7    -0.2    75.0       316     10637     3.013    18.048     0.000     0.000          

      5  34731.       2   27827     0.3    74.9    -0.2    50.2       317     10876     3.013    16.275     0.000     0.000          

      6  34732.       2   33787     0.3    50.0    -0.2    25.3       317     10680     3.013    17.729     0.000     0.000          

      7  34733.       2   39747     0.3    25.2    -0.1     0.5       317     10883     3.013    16.223     0.000     0.000          

  ----- WRITE #   1: DAY   1. 2003. AT SCAN 127 OF ORBIT 34734. -----                                                                

  ----- PROCESSING HALTED - LAST DAY WRITTEN.                                                                                        

  INPUT PROCESSING SUMMARY:                                                                                                          

  ------------------------------                                                                                                     

    35 ORBITS IN   1   DAYS HAVE BEEN PROCESSED FOR INPUT.                                                                           

  STARTING FILE:   2   ORBIT: 34699.   YEAR: 2002.   DAY: 365.   TIME:  3980.                                                        

    ENDING FILE:   7   ORBIT: 34733.   YEAR: 2003.   DAY:   2.   TIME: 33795.                                                        

  +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

  FIRST HEADER RECORD OF OUTOUT FILE #1:                                                                                             

  Day:   1 Jan  1, 2003    EP/TOMS    NRT OZONE    GEN:03.104 Asc LECT: 11:04 AM                                                     

  3 HEADER RECORDS EACH WRITTEN ON 1 OUTPUT FILES                                                                                    

           OUTPUT DATA DIRECTORY                                                                                                     

           --------------------------                                                                                                

           OUTPUT FILE     YEAR     DAY     ENDING ORBIT                                                                             

           -----------     ----     ---     ------------                                                                             

                  2        2003.      1.        34733.                                                                               

  JOB PROCESSING SUMMARY:                                                                                                            

  -----------------------                                                                                                            

     1 OUTPUT DATA FILES HAVE BEEN CREATED FROM FILES   2 TO   2                                                                     

           STARTING YEAR: 2002.  DAY: 365.                                                                                           

             ENDING YEAR: 2003.  DAY:   2.                                                                                           

           NO. OF ORBITS PROCESSED :        35                                                                                       

           NO. OF DAYS PROCESSED   :         1                                                                                       

           NO. OF SCANS PROCESSED  :     10936                                                                                       

           NO. OF SAMPLES PROCESSED:    373549                                                                                       

    Lowest  OZONE   = 216  at LAT= 26.5 LON= 148.125                                                                                 

    Highest OZONE   = 528  at LAT= 54.5 LON= 179.375                                                                                 

  ********** LIST OF DATA GAPS FOUND **********

   ++++ JOB ENDED NORMALLY +++++                                                                                   

b) For reflectivity, report file g030101.ept2:

Line

Description

1-5

Program Name and version information

7-2

Listing of input for gridt.exe, created by gridt.com

17-19

List of input files




I2 is data file for current day




P1 is orbital counts file




O1 is output file

22-36

Processing parameters

42-79

Input file information

42-45

Level 2 header data

47-79

Input file analysis data and summary

85-87

Level 3 header data

97-112

Processing summary

107-112

Processing statistics

          *****************************************************

          *                                                   *

          * TOMS-EP         GRIDTOMS.F  2.10  DEC 31 1998     *

          *                                                   *

          *****************************************************

          DATE AND TIME OF JOB RUN: MON 14 APR 2003  09.37.09   

   AN ECHO PRINTING OF THE INPUT DATA STREAMS FOLLOWS:

   COLUMN:1234567890123456789012345678901234567890123456789012345678901234567890

          OSUNIX

          TOMS-EP 

           &CONTRO                                                              

           STJDAY=001.,STYEAR=2003.,EDJDAY=001.,EDYEAR=2003.,                   

           ISAMHI=35,ISTEPS=1,LAUNCH=1996184                                    

           &END                                                                 

          I2:/uv/tprod/ep/nrt/v2d/y2003/s03001.ept                              

          P1:/uv/tprod/ep/aux/ORBCNTS_P.EP                                      

          O2:/tmp/example//ga030101.epr                                         

          #                                                                     

          END OF INPUT DATA STREAMS.

    DATA FROM DAY   1. 2003. TO   1. 2003. FOR NEAR REALTIME                                                                         

    OUTPUT: REFLECT                                                                                                                  

      DATA WILL BE PROCESSED FOR:                                                                                                    

         SOLAR ZENITH ANGLES   0.00 TO  88.00                                                                                        

         TOTAL OZONE ERROR CODES : 0 TO 0                                                                                            

         SAMPLE NO.   1 TO  35 WITH SKIPPING FACTOR=  1                                                                              

      DATA WILL BE PROCESSED FOR ALL LATITUDES AND LONGITUDES.                                                                       

      OPTION 4 IS TURNED OFF: NON-SYNC DATA RECORDS USED.                                                                            

      PRTOPT(4) IS ENABLED  : PRINT INPUT FILE PROCESSING SUMMARY.                                                                   

  +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

  THE HEADER FILE OF INPUT:                                                                                                          

 TOMS-EP  FM-3                                                                                                                       

 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX                                                                            

 GEN JAN 02 2003 221523 DATA SPAN JAN 01 2003 001652 TO JAN 02 2003 010627                                                           

  INPUT FILE PROCESSING SUMMARY:                                                                                                     

  -------------------------------                                                                                                    

                      ENDING         STARTING         ENDING        #GOOD     #GOOD    <--------- DATA REJECTION --------->          

   FILE  ORBIT      DAY    TIME     LAT    LONG     LAT    LONG     SCANS   SAMPLES    %HISZA   %ERFLAG  %AREAREJ    % - OZ          

  --------------------------------------------------------------------------------------------------------------------------         

      2  34713.       1    6956     0.6   161.8    -0.3   137.1       313     10625     2.969    17.976     0.000     0.000          

      3  34714.       1   12916     0.2   137.0    -0.3   112.3       315     10610     2.991    18.271     0.000     0.000          

      4  34715.       1   18876     0.2   112.2    -0.2    87.5       316     10800     2.998    16.853     0.000     0.000          

      5  34716.       1   24836     0.3    87.4    -0.2    62.6       317     10869     2.983    16.356     0.000     0.000          

      6  34717.       1   30796     0.3    62.5    -0.2    37.8       317     10949     2.983    15.763     0.000     0.000          

      7  34718.       1   36756     0.3    37.7    -0.1    12.9       317     10651     3.235    17.927     0.000     0.000          

      8  34719.       1   42716     0.3    12.9    -0.1   -11.9       316     10834     3.227    16.580     0.000     0.000          

      9  34720.       1   48676     0.4   -12.0    -0.1   -36.7       316     10911     3.227    16.010     0.000     0.000          

     10  34721.       1   54635     0.4   -36.8     0.0   -61.6       318     10938     3.235    15.803     0.000     0.000          

     11  34722.       1   60595     0.4   -61.7     0.0   -86.4       317     10939     3.242    15.788     0.000     0.000          

     12  34723.       1   66555     0.5   -86.5     0.0  -111.2       317     10843     3.257    16.484     0.000     0.000          

     13  34724.       1   72515     0.5  -111.3     0.1  -136.1       316     10835     3.249    16.551     0.000     0.000          

     14  34725.       1   78475     0.5  -136.2     0.1  -160.9       316     10895     3.006    16.141     0.000     0.000          

     15  34726.       1   84435     0.6  -161.0     0.1   174.2       314     10721     3.006    17.432     0.000     0.000          

     16  34727.       1    3987     0.6   174.1    -0.3   149.5       312     10590     3.013    18.192     0.000     0.000          

  ----- TRAILER FILE REACHED FOR FILE   17 -----                                                                                     

  ----- WRITE #   1: DAY   1. 2003. AT SCAN 312 OF ORBIT 34727. -----                                                                

  INPUT PROCESSING SUMMARY:                                                                                                          

  ------------------------------                                                                                                     

    15 ORBITS IN   1   DAYS HAVE BEEN PROCESSED FOR INPUT.                                                                           

  STARTING FILE:   2   ORBIT: 34713.   YEAR: 2003.   DAY:   1.   TIME:  1012.                                                        

    ENDING FILE:  16   ORBIT: 34727.   YEAR: 2003.   DAY:   1.   TIME: 84443.                                                        

  +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

  FIRST HEADER RECORD OF OUTOUT FILE #1:                                                                                             

  Day:   1 Jan  1, 2003    EP/TOMS    NRT REFLECT  GEN:03.104 Asc LECT: 11:04 AM                                                     

  3 HEADER RECORDS EACH WRITTEN ON 1 OUTPUT FILES                                                                                    

           OUTPUT DATA DIRECTORY                                                                                                     

           --------------------------                                                                                                

           OUTPUT FILE     YEAR     DAY     ENDING ORBIT                                                                             

           -----------     ----     ---     ------------                                                                             

                  2        2003.      1.        34727.                                                                               

  JOB PROCESSING SUMMARY:                                                                                                            

  -----------------------                                                                                                            

     1 OUTPUT DATA FILES HAVE BEEN CREATED FROM FILES   2 TO   2                                                                     

           STARTING YEAR: 2003.  DAY:   1.                                                                                           

             ENDING YEAR: 2003.  DAY:   1.                                                                                           

           NO. OF ORBITS PROCESSED :        15                                                                                       

           NO. OF DAYS PROCESSED   :         1                                                                                       

           NO. OF SCANS PROCESSED  :      4737                                                                                       

           NO. OF SAMPLES PROCESSED:    162010                                                                                       

    Lowest  REFLECT =   0  at LAT= 89.5 LON= 179.375                                                                                 

    Highest REFLECT = 100  at LAT= 58.5 LON= -85.625                                                                                 

  ********** LIST OF DATA GAPS FOUND ********** 

     +++++ JOB ENDED NORMALLY +++++

Processing Rate: 

Ozone

< 10 s

Reflectivity
< 10 s

Aerosol Index
< 10 s

UV exposure
2 m 30 s

File Size: 

Notes:

There are some path handling features of the level 3 software that are important to be aware of and that can be useful.  The level 2 daily input files will be read from directory as specified in the calling command unless 'y20' or 'y19' is appended to the end of input path, in which case the software will traverse the input directories  as needed to find data for different years.   This must be done if processing will be done for several years at a time.  Note that the program will not cross from y1999 to y2000 because of Y2K issues.  The last day of 1999 and first day of 2000 must be processed manually.

The typical values for the inmask are 2 and 7.  An imask of 2 instructs the software to only use level 2 data from the current day as input. This is done when a partial day is processed. When a full day of data are available, inmask 7 should be used to indicate that the previous, current, and next days' data should be used as input. This is done so the program can select the best data available at dateline. In practice, the 'current day only' mode is used to produce a level 3 file when a partial day of data are available, as is the case when new data arrives from TMOC or on the days surrounding a gap in instrument data. The inmask should be set to 7 whenever there are data for all three days. This is true even if next day of data is only partially complete.

If the designated output path ends in “v3”, gridt.com will create year directories for all years for which data are processed.  The program will also create directories for each product type as necessary.  Take for example a scenario where the first week of January 2003 is processed. If the output path is specified as “/tmp/example/v3” and this directory exists and has a “rpt” directory in it, the gridt.com program will create the following directory structure and write data to the appropriate directory:

/tmp/example/v3/y2003/oz

The directories are named in the following way for each product:

Ozone

oz
Reflectivity
ref
Aerosol Index 
res
UV exposure
ery
Report files are written to a directory named 'rpt' under the output directory or the v3 directory if the software is instructed to sort data into subdirectories by year beneath the v3 directory.  When providing the input arguments to gridt.com, all paths must be absolute and may not be longer than 44 characters. In cases where this is inconvenient, a link can be made to the desired directory in the /tmp directory, thereby shortening the apparent path. 

5.6 Level 3 Images

TOMS is unique in its ability to provide ozone data for a the majority of the entire Earth on a daily basis.  Maps of global ozone made from these data are the hallmark of the TOMS missions. The images are generated by plotting the gridded level 3 data onto a map projection.

Two projections are used; one polar and one global.

The image production software available is only used for creating ozone images.  Presently, aerosol, uv exposure, and reflectivity images  are generated elsewhere on the 916 computing cluster, not on the TOMS processing system.  

Polar projection images

Images of ozone at the poles is of particular interest because of the concern about the development and recovery of the ozone hole at the South pole in the late summer and  early fall.  In addition, the polar region tends to be fairly dynamic. A polar projection is a useful image to evaluate ozone in this important region. The IDL (Interactive Data Language) program polar.pro is used to make both South and North pole ozone maps. 

Program Name: polar.pro
Location: /uv/tprod/ep/tool/polar.pro

Usage:

polar, infile, outfile, retcode, mode, otype

infile = level 3 file input 

out file = image file output

retcode = return code 

mode = output mode


'bat' (batch)

gif file written to out file


'int' (interactive) image plotted in IDL window (device color settings are required)

otype = output type 


'N'
project on North pole


'S'
project on South pole

Example:

$ idl

IDL> polar, '/uv/tprod/ep/nrt/v3/y2003/oz/ga030401.ept', '/tmp/example/es030401.gif', 'rc, 'bat', 'S'

note: The return code ('retcode') argument tells the program the name of the file to write a success or failure code (0 for success, 1 for failure) and is named at the users discretion. In the example above, the return code file is named 'rc'.

Inputs:

Level 3 gridded ozone ascii file, ex. ga030401.ept 

Outputs:

Image map of ozone projected onto north or south pole - written to gif or displayed in IDL window. Images are given these filenames by convention:


esYYMMDD.gif
south pole images


enYYMMDD.gif
north pole images

Processing Rate: 10 m per year

File Size: 20 KB per image

Notes:

This idl command will enable the display of the proper colors in interactive mode on an X display:

IDL> device,true_color=24,decomposed=0

Global projection images

Global maps of total ozone are useful in gathering an overall perspective of the global state of ozone in the atmosphere. Ozone features nearer to the equator are much more visible in a global image than in a polar one. The idl program cdorait.pro is used to generate the global ozone maps. 

Program Name: cdorait.pro
Location: /uv/tprod/ep/tool/cdorait.pro

Usage:

cdorait, infile, outfile, retcode, mode, otype

infile = level 3 file input 

outfile = image file output

retcode = return code (used to indicate success or failure when program is embedded in other programs)

mode = output mode


'bat' (batch)

ozone map written to outfile


'int' (interactive)
ozone map plotted in IDL window (device color settings are required)

otype = output file type


'gif' 
gif image


'ps'
postscript image

Example:

$ idl

IDL> cdorait, '/uv/tprod/ep/nrt/v3/y2003/oz/ga030401.ept', 'et030401.gif', 'rc', 'bat', 'gif' 

note: the purpose and use of the retcode argument is discussed above in the 'Example' section for polar.pro.

Inputs:

Level 3 gridded ozone ascii file, ex. ga030401.ept

Outputs:

Image map of global ozone projection - written to gif, postscript, or displayed in IDL window.  Images are named etYYMMDD.gif

Processing Rate: 20 m per year

File Size: 30 KB per image

Notes:

This idl command will enable the display of the proper colors in interactive mode on an X display:

IDL> device,true_color=24,decomposed=0

5.7 Level 3 Zonal Means Processing 

Zonal means are routinely produced for three of the four standard products – ozone, reflectivity, and ultraviolet exposure.  Aerosols tend to be localized so zonal means of aerosols are of limited value. The level 3 daily zonal means are widely used for both the observation of trends and for QC evaluation. Each zone is a 5 degree latitude band around the Earth. Both daily and monthly means are produced. All zonal means data files are in ASCII format.

Level 3 Daily Zonal Means

The daily zonal means program is l3zmqc.exe. When it is run for a particular product, it generates three zonal means data files: the zonal means for the product, a file with data on the number of samples used to compute the means for the individual zones, and a data file containing global, hemispheric, and equatorial means, an estimate of the size of the ozone hole, and daily minima and maxima.

Program Name: l3zmdly.exe
Location: /uv/tprod/ep/bin/l3zmdly.exe

Usage:

l3zmdly projtag start_year end_year thresh input_path output_path

where:

projtag = flag to designate satellite and product name as follows:

ept (earth probe/toms: ozone)

epr (earth probe/toms: reflectivity)

epe (earth probe/toms: erythemal uv)

start_year = four digit start year

end year = four digit end year

thresh = percentage (nn) of n samples in each zone which below which no means are computed.

input_path = path to directory above the yearly ozone directories

output_path = path to directory where daily averages will be written 

File paths cannot be more than 60 characters in length and must end with a '$'.

Example:

l3zmdly.exe ept 2002 2002 70 /app/ftptoms/pub/eptoms/data/$ /tmp/example/$

Inputs:

Level 3 files for selected parameters. Must be in a subdirectory below the input path as follows:

ozyyyy/gayymmdd.projtag
(ozone)

reflyyyy/gayymmdd.projtag
(reflectivity)

uvyyyy/gayymmdd.projtag
(erythemal uv)

aiyyyy/gayymmdd.projtag

(aerosol index)

Extending the example above, the program would look for ozone data in /app/ftptoms/pub/eptoms/data/oz2002/ga02MMYY.ept
Outputs:

Two files per product for each requested year :

zmday_YY.ept, containing the daily zonal means, ex. zmday_03.ept 

N_YY.ept, with the number of samples in each zone, ex. N_03.ept

For ozone, a third zonal means file:

minmaxYY.ept, containing ozone hole size estimates (in millions of square km), daily extrema & averages for the northern & southern hemispheres, the equatorial region, and the whole globe, ex. minmax03.ept

note: year is specified in two digits, 'YY'

Processing Rate:  3 min per year of data

File Size:  200 KB per year for all three files

Level 3 Monthly Zonal Means

Monthly zonal means are computed once per month for the prior month. It may also be necessary to generate a series of monthly zonal means for a reprocessed dataset. The execution of the monthly zonal means program is similar to the daily program, however there are some differences. The monthly zonal means program computes its averages using the data in the daily zonal means rather than in level 3 files.  Also, unlike the daily zonal means, the entire monthly zonal means data record for a product is written to a single data file rather than into files for each year.

Program Name: l3zmmly.exe
Location: /uv/tprod/ep/bin/l3zmmly.exe

Usage:

l3zmmly.exe projtag start_year end_year daylim input_path output_path

where:

projtag = flag to designate satellite and product name as follows:

ept (earth probe/toms: ozone)

epr (earth probe/toms: reflectivity)

epe (earth probe/toms: erythemal uv)

epa (earth probe/toms: aerosol index)

start_year = four digit start year

end year = four digit end year

daylim = # of days (nn) of good data (per month) needed to compute monthly mean

input_path = path to directory containing the daily zonal means

output_path = path to directory where monthly means will output

Directory paths must end with "$", ex.  /app/ftptoms/pub/eptoms/zonal_means/ozone/$

Example:

l3zmmly.exe ept 1996 1999 20 /app/ftptoms/pub/eptoms/data/zonal_means/ozone/$  /tmp/example/$

Inputs:

Level 3 daily zonal means files, expected in the format  zmday_yy.ept below the specified input path

Outputs:

Two files for a selected product:

zm_month.ept, containing the monthly zonal means for all input years,

N_mon.ept, containing # of days sampled in each zone for all years.

Processing Time: Negligible

File Size:   < 200 KB for all six files

Notes:

This program will write over any existing zm_month.projtag file when it runs, so in order to update a file to include all years, the start year should be the first year of the total range of data for which means are to be computed. The value for the 'thresh' argument is chosen by the TOMS PI. At present it is set at 70 for automated data processing.

Level 3 Zonal Means Plots

The level 3 zonal means contain information that is useful for both trend analysis and data QC.  Several standard plots of the zonal means data have been automated in the idl script l3zmqc.pro.  Plots of global, northern and southern hemisphere, and equatorial means are generated year round.  Plots of ozone minima in the southern hemisphere and the  computed size of the ozone hole are produced from late summer through the end of the year to capture the behavior of the ozone hole at the South Pole.

Program Name:  l3zmqc.pro 

Location: /uv/tprod/ep/tool/l3zmqc.pro

Usage:

l3zmqc, projtag, previous_year, this_year, input_path, output_path

projtag = TOMS project tag, 'ept' for Earthprobe

previous_year = four digit year

this_year = four digit year

input_path = path to directory containing the zonal means files listed below. Must end with a '/'

output_path = path to directory where zonal means plots listed below will be written. Must end with a '/'

Example:

l3zmqc, 'ept', 2002, 2003, '/uv/tprod/ep/zm/', '/tmp/example/'

Inputs:  

Six zonal means data files:

zmday_clim.n7t  (Nimbus-7 TOMS climatology averages)

minmax_clim.n7t (Nimbus-7 TOMS climatology extrema)

zmday_PY.ept (Previous year's TOMS zonal means. PY is previous year, YY format)

minmaxPY.ept (Previous year's TOMS extrema)

zmday_TY.ept (This year's TOMS zonal means. TY is this year, YY format)

minmaxTY.ept (This year's TOMS extrema)

Outputs:

Six zonal means plots in as gifs 

zmqcgl.gif - daily ozone means, Global (65S-65N)

zmqcnh.gif - daily ozone means, Northern Hemisphere (0-65N)

zmqcsh.gif - daily ozone means, Southern Hemisphere (0-65S)

zmqchl.gif - daily ozone minima, Southern Hemisphere (Aug-Dec)

zmqcsz.gif - daily ozone hole size (Aug-Dec)

zmqceq.gif - daily ozone means, Equator (15S-15N)

Processing Rate: Negligible

File Size:  50 KB total for all six images

Notes:

In the automated processing system, these images are produced daily and are replaced as new ones are generated. 

6 Processing System 

The processing system is defined as the collection of software and data that are involved in the processing, evaluation, and distribution of science data products.  The software and data that comprise the EP-TOMS science data processing system reside on several disks.  The first section of this chapter will provide an overview of the software, followed by descriptions of the directory structures on the system.  The final section of this chapter describes the processing system data flow.

6.1 Software Overview

The software that runs the EP-TOMS data processing operations is a collection of over two hundred programs and scripts.  Data processing is accomplished through a cascade of execution calls between the various programs. Much of the processing code has a long history, with some aspects of the processing routines dating back to Nimbus-7 processing over two decades ago.  The code therefore has some legacy software character, such as mention of data card processing in some of the source.

The system software is a layered collection of C, FORTRAN, shell, perl, and IDL programs.  C and FORTRAN executables perform the data intensive processing and quality checking in each of the several subsystems. Most of these programs are controlled by driver programs, which typically prepare the executable’s input parameters and make repeat calls to the executables to process ranges of data.  The drivers programs are mostly written in C but some are shell scripts.  For automated data processing, a set of processing control scripts, one each for spacecraft, instrument, and ephemeris data processing, call the driver programs in the proper sequence and handle some movement of data files.  Ingest scripts check directories where data are expected and, if data are found, hands the new data to the processing control scripts.  These ingest scripts are called at regular intervals by an automated cron job in the system cron table.  Figure 6.1 shows an example of the relationship between these different program types for the level 2 science algorithm.

There are several other programs included in the data processing system. A number of utility programs exist to handle date conversions and to determine the correspondence between orbit numbers and dates.  In addition to the programs used in data processing, there are also a number of IDL programs that are can be used to validate and produce images of the data products.
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	Figure 6.1 Diagram of the relationship between scripts and programs in the EP-TOMS data processing system using level 2 science data processing software as an example.  




The near real-time processing system orchestrates the production and flow of data as shown in figure 6.2.  The TOMS Mission Operations Center (TMOC) sends instrument and spacecraft playback data to the system approximately twice per day at /home/tmoc.  The Flight Dynamics Facility (FDF) delivers spacecraft ephemeris data twice per week to /home/fdf. These two inputs, and the several ancillary data files prepared by the processing team members, are used to generate the other data products.  The processing system writes the majority of its output to the near real-time data directories at /uv/tprod/ep/nrt on tparty. Some of these data are placed in a directory for colleagues at NOAA, and the level 3 data products are copied to the disks on jwocky where they are available to the public through the TOMS website and FTP site.  Level 2 and 3 science data products are regularly copied by a root-owened cron job to a central science data storage directory at /science. HDF data were distributed to the DAAC in the past, but this is not being done at the current time because the quality of the EP-TOMS data has deteriorated due to instrument problems.
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	Figure 6.2   Data flow in the TOMS production system


6.2 Automated Ephemeris Processing 

The EP-TOMS ephemeris data are computed twice per week by the Flight Dynamics Facility (FDF), which delivers one predictive and one definitive file to the processing system on Tuesday and Friday mornings. Predictive files typically contain nine days of data and the definitive data contain five. FDF transfers the files to tparty on the TOMS processing system by using FTP.

The ephemeris data files are placed in the /home/fdf directory when FDF delivers them. Every ten minutes, a cron job runs the ephingest script which checks for new files in the FDF directory. The script will begin to process any new files through calls to several programs in the EP-TOMS bin directory.  

The script first initializes environment variables and then checks the FDF home directory for new ephemeris files.  Each file found is then taken through the script. If the file passes a QC check it is backed up in /misc/uvproc_1w/fdf on wrabbit. Processing then begins with re-blocking, the conversion of the data file from IBM to UNIX format.  The ephemeris data are then moved: for definitive ephemeris, to /uv/tprod/ep/v1, and for predictive data, to /uv/tprod/ep/nrt/v1.  A log of the quality check is written in /uv/tprod/ep/tmp.  ephqc.com also creates a new ODS file for each ephemeris file and places it in the same v1 directories. The master ODS file is backed up in /uv/tprod/ep/tmp, and then odsmerge.exe updates the master ODS with the new ODS data. The new master ODS is then copied to /misc/uvproc_6w/aux for backup, and to the NOAA directory for their processing. With the ephemeris data validated and quality checked, and the master ODS updated, the ephemeris processing is complete.  The ephemeris processing script generates processing reports that are emailed to individuals indicated in the script. These reports are only emailed; they are not saved in the processing system, and therefore the emails should be retained.  

6.3 Automated data Ingest of Spacecraft and Instrument data

The ingest of instrument and spacecraft data into the near real-time processing system is controlled by the script v0ingest, which is located in /uv/tprod/ep/bin. All commands and output beginning with this data ingest are logged to a processing report. The report file has the name of the spacecraft file if both instrument and spacecraft data are received, or the name of the instrument file if only instrument data are found. The script first checks to see if new data has arrived in /home/tmoc. Files are first identified as Earth Probe TOMS data files by reading their header. The files are converted from IBM to UNIX format and then moved from the TMOC delivery directory to /uv/tprod/ep/v0.  The new data are then checked by level 0 instrument and spacecraft data QC programs.  If the data are satisfactory, the files are entered into a file that contains an index of all data files that have been ingested into the system in an automated manner. This file is playbk_idx.ep, located in the auxillary directory. The scripts reali_ep, and reals_ep are then called to process the instrument and spacecraft data, respectively. 

6.4 Automated Instrument data Processing

The script reali_ep does the automated processing of instrument data. It first initializes environment variables  defined in the file toms_setup.ep in /uv/tprod/ep/aux.  The previous level 0 file is determined using v0ip4c.exe and then merged with the new level 0 file to create a full level 0 orbit across the overlap between the two files when the level 0 instrument data files are split into orbits by v0imkorb.exe. The creation of the level 0 orbits is the most time consuming step of processing. Level 1 data processing follows with a call to rufgen.com

Next, ozt.com is called to perform level 2 processing. The program updates the orbital counts file  (ORBCNTS_P.EP) in the process and this file is now backed up. The script noaa_volcano2 is then executed to copy new level 2 data to the NOAA directory at /home/georges.

The days which correspond to the orbits just processed are determined by using odso2d.exe to read the master ODS file, ODS_P.EP.  This information is used with ozto2d.exe to merge the level 2 orbit data into daily level 2 files.  Backups of the new daily level 2 files are then made to a disk on another machine in the 916 computer cluster, /misc/isdat2. The program zmtoms.exe then runs to generate level 2 zonal means. Level 3 processing begins next.

If the date range in the current data file extends over two days, then this file has completed the prior day. This sets a flag for the level 3 software indicating that it should generate data for the current partial day and the two prior full days of data. The prior days of data are reprocessed because the new data can be beneficial in the selection of the best data for the area near the date line. Ozone, reflectivity, aerosol, and uv exposure level 3 data are generated are written to /uv/tprod/ep/nrt/v3. If the start and end days of the data are the same, only a partial day of data are complete. The level 3 software accordingly processes data for this day alone.  All level 3 data are copied to directories at the FTP site on jwocky.

Image production runs next through a call to reali_image, a perl script in /uv/tprod/ep/bin. The script calls IDL to generate three maps of level 3 ozone data; a global aitioff projection and polar projections for the north and south poles. These images are written to the image directories on the FTP site at jwocky.

Finally, the near real-time processing script calls l3zmdly.exe to update the level 3 zonal means data set. When this is complete, the script l3zmqc is called to generate plots of the zonal means data and the size of the ozone hole if during the latter third of the year (see section 9.2).

The instrument data processing is then complete. The processing script keeps an account of errors encountered during the processing and now sends a brief report of the files processed and any problems encountered to users’ emails as defined in the initialization file toms_setup.ep. The complete processing reports can be accessed in /uv/tprod/ep/memo/mail. 

6.5 Automated Spacecraft Data Processing

The spacecraft data processing sequence is considerably simpler. The script that runs the processing is realis_ep. Spacecraft level 0 files are very large, so when called, the script waits for several minutes to allow the spacecraft data file to completely transfer from TMOC to the production system. When this period expires, the script checks to confirm that the new spacecraft data file has a period of overlap with the previous file and writes an error if not. The spacecraft data are then subsetted, and this subset is submitted to a QC program. All messages and errors generated during this sequence are written to the same report file as for the instrument processing in /uv/tprod/ep/memo/mail.

6.6 Scheduling

Cron scripts registered in the system under the tomsprod account control all of the automated processes that the near real-time system performs. The main schedule is run on tparty and is in a file called mycron, located in /uv/tprod/ep/bin. A second script named mycron_ivprod runs on wrabbit to exectute calibration processing and produce update predictions for instrument calibration, known as intervention products, for the next two weeks. Table 6.1 lists all of the processes that run on a regular basis via the two cron jobs.

	Process
	Script
	Frequency

	v0 ingest
	v0ingest
	Every 5 min

	Ephemeris ingest
	ephingest
	Every 10 min

	Instrument v0 backup
	backup_vz_bat
	Daily, at 0315

	Spacecraft v0 backup
	backup_vz_bat
	Daily, at 0330

	File mirror
	mirror.pl
	Daily, at 0500 and 1500

	Overpass
	ovp_ep.sh
	Daily, at 2100

	Intervention Products (for calibration)
	ivprod_bat ep
	Once weekly, Wednesday at 1530

	Ephemeris backup
	backup_eph_bat
	Once weekly, Sunday at 0215

	v3 monthly zonal means
	l3zmmly
	Once per month, on the 2nd at 0600

	Monthly averages
	monav
	Once per month, on the 2nd at 0700

	Table 6.1 Scripts which run regularly as determined in the cron script mycron, listed in order of frequency. Intervention products are run on wrabbit. All other jobs run on tparty.


The first two scripts have been described above. v0ingest runs every five minutes to check if new data have arrived in /home/tmoc. Similarly, the ephemeris ingest is scheduled to run every ten minutes. Level 0 instrument data, level 0 spacecraft subset data, and definitive ephemeris data are automatically backed up to directories in  /misc/mhdat22/ep/arch. A file mirror script, mirror.pl, runs twice per day to back up the aux directory and copy the newest TOMS data to wrabbit in case production processing would have to be switched there. The other processes run according to the schedule as listed. 

The cron script run on the production system, tparty, is listed below:

0,5,10,15,20,25,30,35,40,45,50,55 * * * * /uv/tprod/ep/bin/v0ingest

0,10,20,30,40,50 * * * * /uv/tprod/ep/bin/ephingest

15 3 * * * /uv/tprod/ep/bin/backup_vz_bat ep i /misc/mhdat22/ep/arch/v0i

30 3 * * * /uv/tprod/ep/bin/backup_vz_bat ep ss /misc/mhdat22/ep/arch/v0ss

15 2 * * 6 /uv/tprod/ep/bin/backup_eph_bat ep /misc/mhdat22/ep/arch/eph

0 5,15 * * * /home/tomsprod/bin/mirror.pl

0 6 2 * * /uv/tprod/ep/bin/l3zmmly

0 7 2 * * /uv/tprod/ep/bin/monav

0 21 * * * /uv/tprod/ep/bin/ovp_ep.sh 1> /tmp/ovpout 2>&1

On wrabbit, where calibration processing is done, the following cron script is executed: 

30 15 * * 3 /uv/tprod/ep/bin/ivprod_bat ep

Each line in a cron file must have the following format “min hr day month weekday command”.

The first five fields may contain:

a star, to matches everything (all days, hours, minutes, etc.)

a single integer, for exact matches

two integers separated by a dash, to matches a range of values

a comma separated series of integers or ranges

The conventions for the values are:

min 
0-59

hour 
0-23

day 
1-31

month 
1-12

weekday 0-6 (6=sunday)

The program crontab loads the cron file into the system. The crontab command has the following options

     crontab
-l 
lists the current cron table

 

-e 
opens the current cron table in an editor

-r 
removes the cron table

Comments can be included in the cron file if the line starts with a “#”.

7 Daily Monitoring 

EP-TOMS data ingest and processing are monitored to ensure the timely delivery and processing of data, check the quality of the data, and verify that the processing systems run as intended. These three objectives can be accomplished by monitoring delivery of data, reviewing the processing notices and log files generated during NRT processing, and by inspecting the images created from the level 3 data products. If any problems are encountered, they should be investigated and resolved expediently.

7.1 Monitor Timeliness of data Delivery

EP-TOMS spacecraft and instrument data are delivered to the processing system by TMOC twice daily. Data are normally received at noon and midnight. The EP-TOMS science data processing system detects the arrival of data and automatically attempts to run it through the processing system. After processing, the system sends an email to a list of users that briefly states the arrival of new data and the status of the processing. 

It is not uncommon for the arrival of data to be delayed by a few hours. Delays can be due to problems with the satellite antenna, conflicts in the scheduling contacts to the satellite through the ground station office, or because the staff at TMOC is not satisfied with the quality of the first download of data from the satellite and is attempting to get a better quality dump from the data recorder in the next orbit. If the data are delayed by more than three hours and no message has been received from TMOC, they should be called to inquire about the expected data. Ephemeris data files must arrive on schedule as well. They are expected by 10:00 am on Tuesday and Friday. If they are not received by then, a call should be placed to FDF to inquire about the status of the files. Contact information for TMOC and FDF are provided in the appendix.

7.2 Review Notices and Reports

Near Real-Time data Processing Email Notices

Individuals who are on the reporting distribution list will receive an email notice when a processing activity has run. The list is defined in the toms_setup.ep initialization file in the near real-time production bin directory. The email notice for the delivery and processing of spacecraft and instrument data indicates the delivery date and time, the size of the new files, the location of the detailed report file, and a summary of the success or failure of the processing run.  An example is shown below:

	Found:

-rw-r--r--    1 tmoc     toms      22437100 Jul 27 11:57 v32432sy.3vz

Found:

-rw-r--r--    1 tmoc     toms      3415616 Jul 27 11:56 v32432iy.3vz

  22437100 Jul 27 11:57 v32432sy.3vz => s0220804_0220815.v               Jul 27 12:00

   3415616 Jul 27 11:56 v32432iy.3vz => i0220804_0220815.v (32425-32432) Jul 27 12:00

Summary of v0ingest: #Found=2  #Valid=2  #Good=2  #Error=0  #Rejected=0

See details in /uv/tprod/ep/memo/mail/v32432sy.3vz



	


“Found” indicates the number of files found in /home/tmoc when it was scanned by the v0ingest script. The “Valid” count denotes whether the files passed the level 0 QC. “Good” signifies whether the data files were processed successfully. “Error” indicates that an error was encountered during the processing sequence, and “Rejected” shows the number of data files that did not pass the initial QC. If there are no problems with the data or processing, the summary line will be just as in the example above; two files found, valid, and good.

The level 0 data files that are delivered by TMOC will have approximately twelve hours of data, or around seven orbits. File sizes to expect for deliveries that are within a normal range in size are 3 - 4.5 MB for instrument data and 20 - 30 MB for spacecraft data. 

Upon receipt of the notice, the operator should review the report file indicated in the last line to verify that data processing ran smoothly or to look into any problems that were reported here.

Near Real-Time data Processing Reports

The near real-time processing reports provide detailed information about the processing runs for spacecraft and instrument data. Reports on level 0 data processing are written to a file with the name of the spacecraft data file of the newly received spacecraft / instrument data file pair (ex.. w36201sy.3vz) A second report file is written that summarizes the level 0 spacecraft subset processing. This name of this report is the spacecraft data file name followed by “.sub” (ex. w36201sy.3vz.sub). All of the spacecraft and instrument report files are written to the directory uv/tprod/ep/memo/mail. Examples of these files are in Appendix E.

New reports should be thoroughly reviewed when they are generated.  A system of error checks has been built into the processing scripts, so most serious things that can go wrong will stop the system from continuing further. In such a case, the emailed notice sent out after processing would indicate that there was a problem. The operator would then turn to the report files for detailed information about the issue. All processing errors and QC reporting information in these processing reports comes directly from the standard system software discussed in chapter 5.  Refer to that chapter for information about the processing and QC output. In general, when a processing error occurs it is useful to attempt to recreate the problem again. The information in chapter 5 will help here as well.

Even if problems are not apparent from the email notification, it is still important to review the processing logs.  Some problems will go undetected by the system. In particular, the system will not complain if there are fewer scans in an orbit than there are supposed to be unless there are a drastic number of missing scans. Any missing scans will create a data gap, and if not detected, an irrecoverable gap in the data will be created.  The number of scans in an orbit is indicated in the level 1 processing output. The relevant lines are also written to a “processing history” file called prohis, located in /uv/tprod/ep/memo.  An example of this file is shown below:

4240968 Jul 30 01:38 e32469iz.3vz => i0221015_0221105.e (32461-32469) Jul 30 01:40

Orbno S_YYMMDD S_Time E_YYMMDD E_Time Skn Scc Scw Scr Wmn Ecl Rcc Rcw Rcr St_By

----- -------- ------ -------- ------ --- --- --- --- --- --- --- --- --- -----

32461 20020729  55750 20020729  61702 384   0   0   0   0   0   0   0   0   378

32462 20020729  61710 20020729  67662 384   0   0   0   0   0   0   0   0   378

32463 20020729  67669 20020729  73629 385   0   0   0   0   0   0   0   0   378

32464 20020729  73637 20020729  79589 384   0   0   0   0   0   0   0   0   378

32465 20020729  79597 20020729  85549 384   0   0   0   0   0   0   0   0   378

32466 20020729  85557 20020730   5109 384   0   0   0   0   0   0   0   0   378

32467 20020730   5117 20020730  11077 385   0   0   0   0   0   0   0   0   378

32468 20020730  11085 20020730  17037 384   0   0   0   0   0   0   0   0   378

32469 20020730  17045 20020730  19408 225   0   0   0   0   0   0   0   0    78

This file succinctly summarizes the range of the data in terms of orbits and times, and can be used to quickly assess the completeness of scan data in the orbits.  The scan count is under the header ‘Skn’, and is normally around 380.  Most of the time when the instrument is not in scan mode it is in standby mode. The time for one scan, approximately eight seconds, is used as a time unit to quantify the amount of time the instrument is in standby mode.  The total time is under the ‘St_By’ column in the prohis file (or the level 1 section of the processing reports).  The total number of mode counts should be about 380 for each complete orbit.

The last orbit in a new batch of data will always have fewer than the possible total number of scans, standbys, and calibration counts because the data stream is cut off in that orbit at the time the data are transmitted. The next file received should have overlap with the cut off point. It is absolutely essential that the operator ensure that this overlap exists. If scans are missing and the problem cannot be traced to a malfunction in the processing system, the operator should contact TMOC as soon as possible to investigate.

The following is a further list of problems that have occurred over the life EP-TOMS, and corresponding explanations and solutions for them.

Issue: 

The email notice indicates that one or more files did not process completely, and thus the 'Error' count is greater than zero. 

Possible Reason (1): 

The data transfer from TMOC to ingest directory at /home/tmoc was incomplete at the time of ingest.  TOMS level 0 data files can be large, especially the spacecraft data files.  The ingest script is set to wait several minutes after it finds a file before it starts to process it, in order to ensure that the file has had enough time to complete its transfer from TMOC.  However if network speed is slow, or the file is unusually large, the system will begin processing data files before transfer is complete.  Upon ingest, the QC program will report a discrepant number of records in the file when compared to the number stated in the file header. The file will be rejected to /home/tmoc/reject and processing will stop.

Suggested Action (1):  

Check the size of data file in /home/tmoc/reject and compare it to the file size recorded at the top of the email notice or the report file.  If these numbers are different, attempt to re-deliver the data file by moving it to /home/tmoc and wait for the near real-time system to try to process the data again. If this does not solve the problem, contact TMOC and ask them to send another copy of the data file. It may be corrupt. 

Possible Reason (2): 

The level 0 ingest program may have determined that the new data file is corrupt or the wrong file type. The level 0 QC software will reject a file if the headers or the satellite ID are invalid.  

Suggested Action (2):

Promptly ask TMOC to send a replacement data file. Request that they place the file in /home/tmoc/test.  Deliver the file to /home/tmoc when it will not interfere with any current processing, and monitor the progress file QC. Continue to work with TMOC if the problem still persists. They may obtain another data file from the satellite at the next opportunity.

Issue: 

The email notice reports an error in data processing  

Possible Reason(1):

This may be due to a bug in the processing system software, which may have been activated by a glitch in the data.

Suggested Action (1):

Inspect the processing reports to determine what program generated the error. It may be helpful to try to recreate the error manually, or at some point to explore the source code in /uv/tprod/ep/src. 

Possible Reason(2):

The data file has errors that are unacceptable to the system.

Suggested Action(2):

Call TMOC to discuss the situation and possibly request that they re-send. TMOC is committed to providing the most complete data record available.

Possible Reason(3):

One of the disks may be down. If this is the case, the system will halt at the point where it cannot read data.  An error message that suggests this explanation may be in the report file.

Suggested Action(3):

Check to see if all system disks are up. If they are not, contact the TOMS system administrator. If they are, assume that the disk has returned on-line and redeliver the data file that did not successfully process through the system. Monitor the outcome of the second processing attempt. 

7.3 Inspect Image Products

The TOMS image products serve as an excellent means of performing rapid and effective visual data QC. The images should be inspected after each processing run to assure that the images are available over the web and that no data gaps or unusual patterns are present in the data. The production system operator is the first person to see the new TOMS data. If an issue is detected, the operator should bring it to the attention of the TOMS PI  to discuss lines of inquiry and possible remedies.

7.4 Monitoring Ephemeris Processing

When ephemeris data are delivered, the processing script combines the message output of the programs that process the data and send it to the TOMS operations distribution list. The email report lists the delivery time of the file, the standard output from the processing steps, and any errors encountered during the processing.  A sample report is shown below:

Found in /home/fdf:

-rw-r--r--    1 fdf      toms      411600 Jun  3 07:33 d030529_030603.tomsep

Valid: moved to /uv/tprod/ep/tmp/D030529_D030603.EPH

Reblock & Reformat IBM file into UNIX format

  0 - Level 0A

  1 - Ephemeris

  2 - Snow Ice

  3 - Terrain Height Pressure

  4 - TOMS TABLE

  5 - RUTSTAT

  6 - F2

  7 - ORBITAL COUNTS

  8 - DELVIEW4

10 - SBUV LEVEL0

11 - SBUV NOI

12 - SBUV MET

13 - SBUV ANCL/ICAC

20 - d1b sbuv data

Enter option ==>

input  file ---->

/uv/tprod/ep/tmp/D030529_D030603.EPH

output file ---->

/uv/tprod/ep/tmp/d030529_d030603.eph        

number of records =          147

EOF at data Rec#146

Logged: /uv/tprod/ep/tmp/d030529_d030603.ephrpt

QC Ephemeris 030529-030603 ...

ephqc O.K.

Merging /uv/tprod/ep/v1/D030529_D030603.ODS to master ODS ...

Master ODS=/uv/tprod/ep/aux/ODS_D.EP

New    ODS=/uv/tprod/ep/v1/D030529_D030603.ODS

Backup ODS=/uv/tprod/ep/tmp/ODS_D.EP.bak5470354

Updating master ODS from new ODS ...

Done!

Please produce Level-1 standard products via the menu!

Found in /home/fdf:

-rw-r--r--    1 fdf      toms      652400 Jun  3 07:33 p030603_030611.tomsep

Valid: moved to /uv/tprod/ep/tmp/P030603_P030611.EPH

Reblock & Reformat IBM file into UNIX format

  0 - Level 0A

  1 - Ephemeris

  2 - Snow Ice

  3 - Terrain Height Pressure

  4 - TOMS TABLE

  5 - RUTSTAT

  6 - F2

  7 - ORBITAL COUNTS

  8 - DELVIEW4

10 - SBUV LEVEL0

11 - SBUV NOI

12 - SBUV MET

13 - SBUV ANCL/ICAC

20 - d1b sbuv data

Enter option ==>

input  file ---->

/uv/tprod/ep/tmp/P030603_P030611.EPH

output file ---->

/uv/tprod/ep/tmp/p030603_p030611.eph        

number of records =          233

EOF at data Rec#232

Logged: /uv/tprod/ep/tmp/p030603_p030611.ephrpt

QC Ephemeris 030603-030611 ...

ephqc O.K.

Merging /uv/tprod/ep/nrt/v1/P030603_P030611.ODS to master ODS ...

Master ODS=/uv/tprod/ep/aux/ODS_P.EP

New    ODS=/uv/tprod/ep/nrt/v1/P030603_P030611.ODS

Backup ODS=/uv/tprod/ep/tmp/ODS_P.EP.bak5520944

Updating master ODS from new ODS ...

Done!

Summary of ephingest: #Found=2  #valid=2  #Good=2  #Error=0  #Rejected=0 

The receipt of the email report will indicate that the ephemeris data have been delivered. The monitor should inspect the report for processing errors. The ephemeris processing has proven to be straightforward and reliable. If no errors are reported in the ephemeris processing email notice, then the new round of ephemeris processing can be considered successful.

There are rarely problems with processing the ephemeris data.  When they do occur, problems are usually related to the availability of files or issues with ODS merge.  The first place to look into the problem is the log that is emailed to the monitor. The ephemeris QC logs from ephqc.com, written in /uv/tprod/ep/tmp can also be inspected. 

When ephemeris processing is executed, the ephqc.com program retrieves the most recent prior ephemeris data in order to check that the coverage in the new file overlaps with that in the prior file.  Ephemeris processing will fail if the prior data are not available for any reason.  Ephemeris, ODS, and level 1 files in the level 1 directories are sometimes zipped to free disk space. If this is done and the most recent ephemeris data are zipped in the process, the ingest of the next delivery of ephemeris data will fail when the processing system attempts to locate the most recent ephemeris data files. The four most recent ephemeris data files in both the predictive and definitive directories should be kept uncompressed and accessible to the processing system. 

If this is overlooked and the ephemeris data processing fails, the more recent ephemeris data files should be uncompressed and a backup copy of the recent delivery of ephemeris data should be copied from the backup directory, /misc/uvproc_1w/fdf, to the FDF home directory, /home/fdf. The automated ingest routine will find the file and run it through the system again. 

7.5 Operations Manager's Daily Tasks

The tasks involved in checking the TOMS data which are discussed in detail above are summarized Table 7.1. Adherence to this schedule is essential in order to verify that all data is processed expeditiously, and that the TOMS data record is as complete as possible.

	Data 
	Spacecraft and Instrument 
	Ephemeris

	Days
	Monday – Friday
	Tuesday, Friday

	Times
	Morning and Afternoon
	Morning

	Summary of monitoring steps
	1. Review TOMS data ingest email

2. Check images

3. Check processing reports
	1. Review ephemeris ingest email

2. Check processing report (in email)


Table 7.1 Outline of daily tasks for monitoring near real-time data processing.

8 Backup and Management of EP-TOMS Data 

8.1 Data Management

All of the TOMS data products that are produced in the processing chain are stored on disks in the GSFC Code 916 computer cluster. The system generates a large number of TOMS data files, some of which are rather sizeable. As part of the operator’s routine duties, is important to actively manage the TOMS data to ensure that the processing system has adequate free space for data, and that the data continue to be properly organized. To this end, unneeded data files must be deleted and those that will be kept must be sorted and compressed on a regular basis.

Note:

When moving, compressing, or deleting data to clean up a directory, it is important to leave several of the most recent files undisturbed. The processing system expects to find recent files so that it can merge these existing data with new data to make a complete orbit or day in the next processing round. For level 0 orbital and level 2 data, a good practice is to leave three days or about 45 orbits of data where the processing system writes and expects to find each data product in an uncompressed form.  The same logic applies to ephemeris data, however for ephemeris, two weeks of data should be left undisturbed in the level 1 directories. 

Sorting of data

Each orbit data product has its own directory in the near real-time system and this is where the new data are written. Over time, the number of data files builds up, and the files must therefore be periodically sorted into year subdirectories. As an example, level 1 data files are written to the root of the near real-time level 1 directories at /uv/tprod/ep/nrt/v1.  When a number of orbit data files for the year 2002 accumulate here, they should be moved to the y2002 subdirectory.  Level 2, level 1, and level 0 orbital data (“v0ib”) must all be managed in this manner.  Level 1 data files must be kept in the processing directory for longer, at least three weeks (~300 orbits), because they are used for calibration processing and instrument housekeeping data analysis.

Compression of data

Data products should be compressed routinely to save space on TOMS disks on the cluster.  The following data types can be compressed, keeping in mind the need to leave a number of data files uncompressed to merge with new data.

	Table 8.1 TOMS data products recommended for compression
	

	data Product
	
	Compression factor

	Level 0 instrument

(orbital and original)
	
	55 %

	Level 0 spacecraft
	
	90 %

	Ephemeris data
	
	20 %


Level 0 spacecraft subset data, and data products from the processing of levels 1, 2, and 3 are generally not compressed because they are used in analyses. The instrument housekeeping data in the level 1 files are analyzed on a routine basis by software that searches for the last several weeks of data in the level 1 directory and makes a number of plots of parameters of interest. The science team analyzes the level 2 data regularly, and here, the ease of access to the data are important once again.  Level 3 data are left uncompressed for the same reason.

Deletion of Data Files

Some data files can be deleted outright after they are no longer needed or are backed up to tape. Level 0 data files which the processing system has rejected will remain on the production system in /home/tmoc. These should be removed periodically because they are large files.  

Copies of level 0 data files in /misc/uvproc_1w/tmoc are copies on wrabbit that are made for backup processing in the event that tparty is inoperable and near real-time processing must be shifted to wrabbit. If this does happen, the system only needs the most recent instrument and spacecraft level 0 data. Older files in this directory can be deleted if the near real-time processing system is operational.  This should be done on a periodic basis because these files are large and quickly begin to fill up the disk where they are located.

Level 0 files which remain in /misc/uvproc_1/ep/v0 are files that the processing did not move to the level 0 instrument or spacecraft directories because the QC software rejected them. These files can be deleted.

8.2 Data Backups

The TOMS system administrator backs up data listed in table 8.2 on a regular basis. The system administrator should distribute a notice to the TOMS operations lead and the TOMS software manager when he performs a new round of backups. The list will indicate the last data file backed up in each directory. If disk space is needed, some of the files that have been backed up can be deleted. With the exception of level 1 data and predictive ephemeris, files listed in table 8.2 can be deleted once they are backed up. Level 1 data should not be deleted from the system because it is needed for reprocessing and for analyses of instrument housekeeping data. 

	
	

	Data Product
	Directory

	Level 0 Instrument
	/uv/tprod/ep/v0i

	Level 0 Spacecraft
	/uv/tprod/ep/v0s



	Level 0 Instrument Orbital
	/uv/tprod/ep/nrt/v0ib

	Definitive Ephemeris
	/uv/tprod/ep/v1

	Level 1 
	/uv/tprod/ep/nrt/v1

	Predictive Ephemeris
	


Table 8.2 TOMS data products that are regularly backed up to tape.

8.3 File Manipulation

In the course of data management it is common to have to move, compress, or delete a large number of data files. There are several approaches to this. For a reasonable number of files, the use of regular expressions is tremendously effective and flexible. For example, to remove the files s34104.ept - s34119.ept

$ rm s341{0[4-9],1?}.ept

The shell may not allow the use of regular expressions to specify a large number of files.

$ cp z34* /targetdir

bash: /sbin/cp: Arg list too long

This is an attempt to copy up to 1000 files in one command. The shell cannot handle this. When this command is executed, the shell expands the regular expression 'z34*' out to its full length (z34001.ept z34002.ept ..). The string of files is much too long for the cp command. To accomplish the desired task, one can do the following assuming the user is in the standard c-shell:

$ sh -c “for file in z34*; do cp $file /targetdir; done”

9 Further Aspects 

9.1 Eclipses

Solar eclipses can dramatically reduce the flux of UV radiation that reaches the Earth. The TOMS measurements are not valid during a solar eclipse, and the TOMS level 2 software will screen out data collected at these times.  Data describing the extent of the eclipse are stored in an auxiliary file called ECLIPSE.DAT, which is located in /uv/tprod/ep/aux. There are usually at least two solar eclipses per year. The eclipse data file should therefore be updated regularly.

Entries in the data file include the start and end times of the eclipse and the latitude bounds of the obscured area. An eclipse file entry, with a descriptive header added for clarity, is shown below.

Eclipse Start  Eclipse  End    Lat Range

YYYY DDD SSSSS YYYY DDD SSSSS max min

2003 151  6372 2003 151 23400  10  90

Where YYYY is the four-digit year, DDD is the day of year, and SSSSS is the number of day seconds (with a maximum value 86400 s).  Latitudes are rounded to the nearest degree. Longitudes are not specified because the time data can be translated into this information. 

The eclipse data are taken from the Astronomical Almanac. Figure 9.1 is a sample entry.

[image: image9.wmf]
Figure 9.1 Eclipse data from the Astronomical Almanac.

The ‘Eclipse begins’ and ‘Eclipse Ends’ entries provide the necessary time data for the ECLIPSE.DAT file. The geographic data in the table are not used. The latitudes of the area affected by the eclipse are determined by looking at a map of the eclipse, also in the Astronomical Almanac. Figure 9.2 is the eclipse map for May 31, 2003. Here the lower longitude limit is indicated by the outermost black line labeled ‘Southern Limit of Eclipse.”  Since the North Pole is affected by the eclipse, the range is 10 N – 90 N.

[image: image10.wmf]
Figure 9.2 Map of Annular Solar Eclipse on May 31, 2003. Points A and B indicate the upper and lower limits of the eclipse. 

9.2 Seasonal Distribution of Ozone Hole Plots

The Antarctic ozone hole develops each year as the southern latitudes emerge from the polar night and sunlight and cold air temperatures combine to rapidly destroy stratospheric ozone. This process begins in August and continues until about the middle of December, when warmer temperatures slow down the destruction of ozone.

The data processing system generates data plots can be used to track the development of the ozone hole. Two plots are made: one of the estimated size of the Antarctic ozone hole and another of daily ozone minima in the Southern hemisphere. Samples of these are shown in Figure 9.3. These plots are distributed to the TOMS website. The plots show current data, data from the prior year, and the range and mean of data from 1979 through 1992.  The current and prior year must be changed in the program l3zmqc at the start of each annual ozone hole season.

In order to maintain the plots for the most recent ozone hole, at the start of the year the distribution of the new plots is discontinued until the next ozone hole season begins. The l3zmqc program first creates the ozone hole plots in the tmp directory. When the plots are actively distributed, the script copies the new plots to the website. To maintain the plots of the most recent ozone hole, production of the plots is halted at the end of ozone hole season. This occurs in early November 1, or when the size of the hole, seen in these plots, has fallen to zero square kilometers.

To do this, the operator must modify the script l3zmqc by commenting out lines 70-71 and 93-94.

69 # comment out the two below to disable ozone hole plot distribution

70 #    /bin/mv $tmpdir/zmqchl.gif $qcpltdir


71 #    /bin/mv $tmpdir/zmqcsz.gif $qcpltdir


92 # comment out the two below to disable ozone hole plot icon distribution

93 #    /bin/mv $tmpdir/zmqchl_icon.gif $icondir

94 #    /bin/mv $tmpdir/zmqcsz_icon.gif $icondir

These changes should be reversed at the start of August to re-enable the distribution of the ozone hole plots.
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9.3 System Operations an Instrument Safehold Recovery

A set of procedures is established to resume production processing after the TOMS instrument has been recovered from a safe hold mode.  Level 0 and level 1 data products should be generated as normal.  Production of data products downstream of level 1, i.e. level 2, level 3, zonal means, etc., is either suspended or sent to alternative output directories so they can be examined before any data are released to the pubic. 

The first step in the safe hold recovery data processing system procedure is to put the system into a safe hold recovery configuration.  Aspects of data production are suspended and the system is modified so that preliminary data are not put on the TOMS website where they are accessible by the public. Data flow will resume after the spacecraft and instrument are taken out of safe hold mode. When data is received from TMOC, the operations lead should generate level 2 and 3 data products for the PI to evaluate. The PI will determine the point from which data should be released. Any data produced after this point will be made available on the website. The steps will be discussed in detail below.

The majority of the steps involved in this process are replacing standard operational scripts with modified versions that limit the extent of processing and redirect output to non-production directories. All replacement scripts and the normal operational versions reside in /uv/tprod/ep/bin.

Placing the processing system into safehold recovery configuration

The first stage of recovery is to change the processing system configuration to the recovery mode. To this end, the following scripts are changed or deactivated.

reali_ep on tparty

mycron on tparty

mycron_ivprod on wrabbit 

The changes are discussed below.  All changes to the configuration of the data production system and software must be done while the TOMS operations lead is logged in as the tomsprod user. 

reali_ep

A modified version of  reali_ep, reali_ep.recover, located in /uv/tprod/ep/bin, should be activated on tparty so that the following are suspended:

1. Production of level 2 and level 3 daily zonal means

2. Distribution of level 2 data to NOAA volcano project directories

3. Backup of level 2 data to /misc/isdat2 mounted on the isnark workstation 

4. Distribution of level 3 data to the public access FTP and web sites

The script will process the level 1-3 data products as normal.  To install the script, make a backup copy of the existing version of reali_ep and then copy reali_ep.recover over reali_ep. All ozone images will be produced but will be redirected to an alternate, internal location for review rather than to the usual site that is accessible by the public on the TOMS website. This output path is defined in the script as /uv/tprod/ep/tmp/recovery.  Ensure that this directory is present and that it has the directory structure expected by the image generation software:

recovery/data/oz2003

recovery/images/spole/y2003

recovery/images/icons

recovery/images/global/y2003

recovery/images/npole/y2003

mycron

The replacement cron script, mycron.recover, does all that the operational cron script does except that it does not run the overpass software. On tparty, remove the operational script and then install the recovery version using the standard crontab commands. mycron.recover is in /uv/tprod/ep/bin.

mycron_ivprod

This is the cron script for wrabbit and contains a single command to run the calibration software once per week.  It should be removed from the wrabbit cron table until normal operations resume. Special considerations regarding calibration processing must be taken into account. 

In addition to the changes to the TOMS software configuration, the TOMS software manager should suspend the distribution of the level 2 data and level 3 to the science directory.

Processing during the evaluation phase

Spacecraft and instrument data

The flow of data will resume once the spacecraft is taken out of safe hold mode. The initial data received after the safe hold will be spacecraft data alone. They will be studied by the mission operations team to ensure that the spacecraft is in good condition. Contingent on this assessment and after a period of 24 to 48 hours to allow for instrument out gassing, the instrument will be turned on and it will begin to collect housekeeping data.  The instrument will then be commanded into SCAN mode, and it will start collecting science data.  

When the data have been processed through the modified processing system, the early data should be withheld from the public until they are  reviewed by the PI and he has approved release of the data. The first 24 hours of science data are always considered preliminary and is not released.

Calibration processing

Under normal conditions, the TOMS instrument performs a sequence of calibration measurements each Tuesday. These measurements are analyzed in by an automated software job the following Wednesday afternoon. A spacecraft safe-hold incident may affect this calibration schedule.   

The software which analyses the weekly calibration data extrapolates its results forward two weeks. If more than two weeks expire between calibration measurements, the software will not be able to update the calibration products necessary for science data processing.  It is therefore desirable if post-recovery calibration measurements can be made before the second Tuesday following the entry into safe hold. If the safe hold event happens between the calibration measurements and the weekly calibration software job, the calibration software should be allowed to run. 

Resumption of normal data processing

Once the PI has approved the science data, the system should be returned to the normal processing configuration and the data record should be finalized and documented. 

The processing system is returned to the normal operations configuration with the following steps:

1. Replace the modified near real time script with the normal operations version by copying reali_ep.normops to reali_ep in the TOMS bin directory. This will re-enable the production of zonal means, the distribution of data to NOAA and the public internet locations, and the backup of level 2 data to isdat2.

2. Remove the modified version of the cron script on tparty and install the normal operations version mycron from the TOMS bin directory. This will re-enable the overpass software.

3. Install the calibration production cron script mycron_ivprod from the TOMS bin directory on wrabbit. The calibration software should run on the coming Wednesday.

4. When these steps are complete, the near real time system will be operational and all that remains to be done are some steps to finalize and document the data record. 

The PI will provide a point in time from which data are approved for release. In all likelihood, there will be good data that was not distributed to the public directories.  To remedy this, all good level 3 data and the corresponding images should be copied to the public internet locations to establish a full data record. 

All level 2 data should be kept on the production system. Any level 3 data on the production system that were not released to the public should be deleted. Level 3 daily zonal means should then be regenerated for the entire year using the public level 3 data. The file earthprobe_data_coverage should be updated with details on partially or completely missing orbits.

The recovery process is then complete.

9.4 Year Changes

Before a new year arrives, several changes must be made to the system. The primary changes are the creation of new directories. Much of the EP-TOMS data are organized in directories by year in the format  .../yYYYY.  The near real-time system will fail to run correctly if the necessary directories are missing. 

What follows is a comprehensive list of changes that must be made to the near real-time processing system before the arrival of a new year.

Make directories for New Year

On tparty:

Level 0:

/uv/tprod/ep/nrt/v0ib/yYYYY

/misc/uvdat4/ep/arch/v0i/yYYYY

/misc/uvdat4/ep/arch/v0ss/yYYYY

Level 1:

/uv/tprod/ep/nrt/v1/yYYYY

Level 2:

/uv/tprod/ep/nrt/v2d/yYYYY

/uv/tprod/ep/nrt/v2/yYYYY

Level 3:

/uv/tprod/ep/nrt/v3/yYYYY 

/uv/tprod/ep/nrt/v3/yYYYY/ery

/uv/tprod/ep/nrt/v3/yYYYY/oz

/uv/tprod/ep/nrt/v3/yYYYY/ref

/uv/tprod/ep/nrt/v3/yYYYY/res

Ephemeris:

/misc/uvdat4/ep/arch/eph/yYYYY

/misc/uvdat4/ep/arch/pred-eph/yYYYY

On jwocky

Level 3:

/app/ftptoms/pub/eptoms/data/ozYYYY

/app/ftptoms/pub/eptoms/data/refYYYY

/app/ftptoms/pub/eptoms/data/uvYYYY

/app/ftptoms/pub/eptoms/data/aiYYYY

/app/ftptoms/pub/eptoms/images/aerosol/yYYYY

/app/ftptoms/pub/eptoms/images/global/yYYYY

/app/ftptoms/pub/eptoms/images/npole/yYYYY

/app/ftptoms/pub/eptoms/images/reflectivity/yYYYY

/app/ftptoms/pub/eptoms/images/spole/yYYYY

/app/ftptoms/pub/eptoms/images/uv/yYYYY

/app/ftptoms/pub/eptoms/images/monthly_averages/yYYYY

/app/ftptoms/pub/eptoms/images/qcplots/yYYYY

/app/ftptoms/pub/eptoms/images/global/tif/yYYYY

/app/ftptoms/pub/eptoms/images/npole/tif/yYYYY

/app/ftptoms/pub/eptoms/images/spole/tif/yYYYY

/app/ftptoms/pub/eptoms/images/display_aero/yYYYY

/app/ftptoms/pub/eptoms/images/display_refl/yYYYY

Change year values in QC plot program

The script that generates the level 3 QC plots, which include one for zonal mans and the ozone hole, uses data from the current and previous years. When they year changes, the proper years must be set in two places; on lines 58 and 59, and on 82 and 83 in the script l3zmqc. Set x2 to the previous year and x3 to the current year. The script is located in /uv/tprod/ep/bin.

Reconfigure the EP-TOMS web pages

All data and images that are available on the website are retrieved from the FTP directories on jwocky listed above. The links to these directories in the html code on the TOMS web server must be changed.  These pages are maintained by the jwocky system administrator so this final step should be coordinated with them.

Science Library Configuration

The TOMS software manager is responsible for creating new yearly directories in the /sccience library, and the TOMS system adminstrator is responsible for updating the cron jon which writes level 2 and level 3 files to the /science library.

Appendix A. EarthProbe data Coverage File

This file details the level 2 data that are missing in the level 2 data record. It includes a list of orbits for which there are no data, a list for partial data, and one for the ‘fixed scene’ mode. Copies of this file are located in the following directories:

1. /uv/tprod/ep/memo

TOMS near real-time system documentation

2. /app/ftptoms/pub/eptoms
Public archive of TOMS data

3. /science/toms/production/doc
Internal archive of TOMS data

-------------------------

Summary of Level 2 data Coverage

EP/TOMS was launched into a 500 km sun synchronous orbit on 

July 2, 1996.  The first EP/TOMS Earth scan data were taken 

during orbit 216 on July 16, 1996.  Normal science operations began on July 24, 1996 in orbit 339.  Orbits prior to 7903

(December 4, 1997) were at the initial 500 km altitude.  Orbits

after 8037 (December 13, 1997) were at 740 km altitude after an 

orbit boosting maneuver.

No Earth scan science data (and therefore no Level 2 data) were 

acquired for the orbits listed in Table 1. Seventy-two (72) of 

these orbits were before the start of normal operations.

Table 2 lists orbits that have incomplete data coverage.  

Nine (9) of these orbits were prior to normal operations.

Table 3 lists orbits that have some fixed scene view ("stare mode")

data that interrupts the usual continuous daytime Earth scan data.

Each affected orbit has a minimum 3 minute Level 2 data gap.

----------------------------------------------------------------

                         Table 1

           EP/TOMS Orbits with No Level 2 data 

---------------------------------------------------------------- 

Jul 17-19, 1996: 220, 228, 233-263

Jul 22-24, 1996: 300-338     (Prior to Normal Operations)

Nov    28, 1996: 2258

Nov 16-19, 1997: 7640-7675   (Attitude Anomaly)

Dec  4-13, 1997: 7903-8037   (Orbit Boost)

Nov 17-18, 1998: 12935-12951 (Leonid Meteors)

Dec    13, 1998  

 -Jan   2, 1999: 13311-13610 (Spacecraft Anomaly) 

Nov 17-18, 1999: 18209-18225 (Leonid Meteors)

May    14, 2000: 20798
     (Operations Error)

Nov 17-19, 2001: 28783-28802 (Leonid Meteors)

Dec    31, 2001: 29421-29423 (Year Changeover)

Aug  2-12, 2002: 32516-32663 (Spacecraft Anomaly)

Nov 18-19, 2002: 34085-34100 (Leonid Meteors)

May 15-22, 2003: 36657-36767 (Spacecraft Anomaly)

---------------------------------------------------------------

                         Table 2

          EP/TOMS Orbits with Partial Level 2 data

          (percent available shown in parenthesis)

---------------------------------------------------------------

Jul 16, 1996: 216 (84%), 219 (61%)

Jul 17, 1996: 221 (40%), 227 (61%), 229 (40%), 232 (29%)

Jul 19, 1996: 264 (39%)

Jul 22, 1996: 299 (12%)

Jul 24, 1996: 339 (40%)  (all before normal operations)

Oct  9, 1996: 1505 (64%), 1506 (80%) 

Nov 28, 1996: 2257 (38%), 2259 (62%)    

Dec 31, 1996: 2773 (77%) 

Mar  9, 1997: 3794 (65%)

Nov 16, 1997: 7639 (41%)

Nov 19, 1997: 7676 (60%)

Dec  4, 1997: 7902 (38%)

Dec 13, 1997: 8038 (67%)

Apr 14, 1998: 9807 (82%)

May  1, 1998: 10045 (75%)

May 12, 1998: 10212 (96%), 10213-10216 (38% each)

May 13, 1998: 10217-10223 (38% each), 10224 (40%)

May 19, 1998: 10312 (99%)

May 20, 1998: 10327 (98%)

May 24, 1998: 10376 (61%), 10377 (39%)

Jun 14, 1998: 10675 (99%)

Jul 21, 1998: 11220 (99%)

Aug 23, 1998: 11692 (99%)

Sep 24, 1998: 12155 (99%)

Oct 15, 1998: 12459 (99%)

Oct 29, 1998: 12663 (99%)

Oct 31, 1998: 12737 (99%)

Nov  5, 1998: 12760 (98%)

Nov  6, 1998: 12780 (97%)

Nov 17, 1998: 12934 (40%)

Nov 18, 1998: 12952 (61%)

Nov 25, 1998: 13051 (99%)

Dec  1, 1998: 13144 (99%)

Dec  8, 1998: 13237 (99%)

Dec 10, 1998: 13279 (99%)

Dec 13, 1998: 13310 (37%)

Jan  3, 1999: 13610 (63%), 13617 (99%) 

Jan 11, 1999: 13738 (99%)

Mar  2, 1999: 14454 (99%), 14455 (99%)

Nov 17, 1999: 18208 (39%)

Nov 18, 1999: 18226 (62%)

Jan  1, 2000: 18863 (99%)

Feb  5, 2000: 19365 (68%) 

May 14, 2000: 20797 (59%), 20799 (52%)

Jun 11, 2000: 21203 (99%)

Nov 20, 2000: 23545 (99%)

Apr  9, 2001: 25572 (57%)

Nov 17, 2001: 28782 (13%)

Nov 19, 2001: 28803 (49%)

Jan  1, 2002: 29424 (65%)

Aug  2, 2002: 32515 (59%)

Aug 12, 2002: 32664 (77%)

Nov 18, 2002: 34084 (65%)

Nov 19, 2002: 34101 (63%)

Dec 31, 2002: 34712 (69%)

May 15, 2003: 36656 ( 8%)

May 22, 2003: 36768 (41%)

----------------------------------------------------------------

                         Table 3 

    EP/TOMS Orbits with Fixed Scene ("stare mode") data 

---------------------------------------------------------------- 

Apr  1, 1997: 4152

Apr  2, 1997: 4167

Apr  6, 1997: 4228, 4230

Apr 11, 1997: 4306

Apr 15, 1997: 4367

Apr 16, 1997: 4382

Apr 20, 1997: 4443

Apr 21, 1997: 4458

Apr 25, 1997: 4519

Apr 30, 1997: 4595

May  4, 1997: 4656

May  5, 1997: 4671

May  8, 1997: 4717

May  9, 1997: 4732

May 10, 1997: 4747

May 13, 1997: 4793

May 14, 1997: 4808

May 18, 1997: 4869

May 19, 1997: 4884  

May 23, 1997: 4945

May 27, 1997: 5006

May 28, 1997: 5021

Jun  1, 1997: 5082

Jun  2, 1997: 5097

Jun  5, 1997: 5143

Jun  6, 1997: 5158

Jun  7, 1997: 5173

Jun 10, 1997: 5219

Jun 11, 1997: 5233, 5234

Jun 12, 1997: 5240, 5250

Jun 14, 1997: 5277, 5280

Jun 15, 1997: 5295

Jun 16, 1997: 5309, 5310

Jun 17, 1997: 5316, 5326

Jun 19, 1997: 5353, 5356

Jun 20, 1997: 5371

Jun 21, 1997: 5386

Jun 24, 1997: 5432

Jun 25, 1997: 5446, 5447

Jun 28, 1997: 5493

Jun 29, 1997: 5508

Last updated May 29, 2003

	Year
	First Orbit
	Last Orbit

	1996
	296
	2773

	1997
	2774
	8310

	1998
	8311
	13581

	1999
	13582
	18852

	2000
	18853
	24142

	2001
	24143
	29423

	2002
	29424
	34712

	2003
	34713
	40005

	2004
	40006
	-

	Table B1. Orbit Ranges for Earth Probe TOMS data. Orbit 296 was on 7/22/1996.




Appendix B. Reference data

Appendix C. Related Documentation

1. TOMS/Earth Probe Calibration: Low Orbit Period

G. Jaross et al., Raytheon STX Corporation, March 1998

Document # RSTX-3036-701-GJ-98-5

2. Earth Probe Total Ozone Mapping Spectrometer Data Products User's Guide

Richard D. McPeters et al., National Aeronautics and Space Administration,

Goddard Space Flight Center, Greenbelt, Maryland,1998

NASA Technical Publication # 1998-206895

3. TOMS FM-3 Instrument Manual

R. Slater et al., Orbital Sciences Corporation, Pomona, California, 1994

Document Number 72-0105

4. EP-TOMS Science Data Processing Programmer’s Guide

Byerly et al., Science Systems and Applications, Inc., Greenbelt, Maryland, May 2002 

Appendix D. Day of Year Table 

(Standard year)

	Day of
Month
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec

	1
	1
	32
	60
	91
	121
	152
	182
	213
	244
	274
	305
	335

	2
	2
	33
	61
	92
	122
	153
	183
	214
	245
	275
	306
	336

	3
	3
	34
	62
	93
	123
	154
	184
	215
	246
	276
	307
	337

	4
	4
	35
	63
	94
	124
	155
	185
	216
	247
	277
	308
	338

	5
	5
	36
	64
	95
	125
	156
	186
	217
	248
	278
	309
	339

	6
	6
	37
	65
	96
	126
	157
	187
	218
	249
	279
	310
	340

	7
	7
	38
	66
	97
	127
	158
	188
	219
	250
	280
	311
	341

	8
	8
	39
	67
	98
	128
	159
	189
	220
	251
	281
	312
	342

	9
	9
	40
	68
	99
	129
	160
	190
	221
	252
	282
	313
	343

	10
	10
	41
	69
	100
	130
	161
	191
	222
	253
	283
	314
	344

	11
	11
	42
	70
	101
	131
	162
	192
	223
	254
	284
	315
	345

	12
	12
	43
	71
	102
	132
	163
	193
	224
	255
	285
	316
	346

	13
	13
	44
	72
	103
	133
	164
	194
	225
	256
	286
	317
	347

	14
	14
	45
	73
	104
	134
	165
	195
	226
	257
	287
	318
	348

	15
	15
	46
	74
	105
	135
	166
	196
	227
	258
	288
	319
	349

	16
	16
	47
	75
	106
	136
	167
	197
	228
	259
	289
	320
	350

	17
	17
	48
	76
	107
	137
	168
	198
	229
	260
	290
	321
	351

	18
	18
	49
	77
	108
	138
	169
	199
	230
	261
	291
	322
	352

	19
	19
	50
	78
	109
	139
	170
	200
	231
	262
	292
	323
	353

	20
	20
	51
	79
	110
	140
	171
	201
	232
	263
	293
	324
	354

	21
	21
	52
	80
	111
	141
	172
	202
	233
	264
	294
	325
	355

	22
	22
	53
	81
	112
	142
	173
	203
	234
	265
	295
	326
	356

	23
	23
	54
	82
	113
	143
	174
	204
	235
	266
	296
	327
	357

	24
	24
	55
	83
	114
	144
	175
	205
	236
	267
	297
	328
	358

	25
	25
	56
	84
	115
	145
	176
	206
	237
	268
	298
	329
	359

	26
	26
	57
	85
	116
	146
	177
	207
	238
	269
	299
	330
	360

	27
	27
	58
	86
	117
	147
	178
	208
	239
	270
	300
	331
	361

	28
	28
	59
	87
	118
	148
	179
	209
	240
	271
	301
	332
	362

	29
	29
	 
	88
	119
	149
	180
	210
	241
	272
	302
	333
	363

	30
	30
	 
	89
	120
	150
	181
	211
	242
	273
	303
	334
	364

	31
	31
	 
	90
	 
	151
	 
	212
	243
	 
	304
	 
	365


Appendix E. Examples of Processing Reports

Reports from the processing of data from file w36201iy.3vz and w36201sy.3vz  have been commented and are included here as examples.

Sample spacecraft and instrument data processing report

This sample report is the file w36301sy.3vz in /uv/tprod/ep/memo/mail

	


	


Processing started with ingest of spacecraft data

Found:

-rw-r--r--    1 tmoc     toms      22437100 Apr 13 11:43 w36201sy.3vz

Valid: moved to /uv/tprod/ep/v0/S0310304_0310315.W

                       TOMS-EP  SPACECRAFT LEVEL-0 DATA QC         Apr 13, 2003

                       -----------------------------------         Sun 11:45:15

 Previous_file = /uv/tprod/ep/v0s/s0310216_0310304.e

 Current_file  = /uv/tprod/ep/v0/S0310304_0310315.W

	


Spacecraft data were QC’d and passed

 HEADER RECORD:

 (WORD #00-#17)=  0 - 1    2    3   4  5  6    7     8   14   15    16    17

                -------- ---- ---- -- -- --- ----- ---- ---- ----- ----- ---

                EPROBE-1 S-L0   19  1 03 103 36201 w    y    39168     0   2

                           Filled number of minor frames =       0

  WORD #4572 (first spare) Actual number of minor frames)=   39168

 DATA SPAN # 1 =  102:16:16:54  TO  102:16:19:39  (Previous file)

 DATA SPAN # 2 =  102:16:19:40  TO  103: 4:20:31  (Previous file)

 Overlapped--- =                            -229  seconds

 DATA SPAN # 1 =  103: 4:16:42  TO  103:15:23:54  (Current file)

 DATA SPAN # 2 =  103:15:23:55  TO  103:15:25: 9  (Current file)

 DATA RECORD:

 DATA <- TIME STAMP ->  Interval

 REC# DOY:HR:MN:SC:MS   Difference HQ TQ        Remark

 ---- --- -- -- -- ---  ---------- -- -- ----------------------------------

    1 103: 4:16:42:807              0  0

 1224 103:15:24:37:924              0  0

 DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ = 1224   #TOTAL MAJOR FRAMES= 1224

 #TOTAL MINOR FRAMES=39168

 #NORMAL FORMAT     =39095   #PROGRAMABLE FORMAT=    0   #MEMORY DUMP FORMAT=   73

 #HEADER QUALITY BAD=    0   #TRAIL QUALITY BAD =    0   #TIME ANOMALIES    =    0

 **** SPACECRAFT LEVEL-0 DATA PASSED QC ****

	


Playback Index File was updated with new spacecraft data information  

Updating /uv/tprod/ep/aux/playbk_idx.ep from S0310304_0310315.W ...

Added new Rec#2463 (2003 103)

Indx YearDoy i h1h1 h2h2 h3h3 h4h4 h5h5 h6h6 h7h7 s h1h1 h2h2 h3h3 h4h4 h5h5 h6h6 h7h7

---- ------- - ---- ---- ---- ---- ---- ---- ---- - ---- ---- ---- ---- ---- ---- ----

2463 2003103                                      1 0415                              

Playback index /uv/tprod/ep/aux/playbk_idx.ep updated

Valid: moved to /uv/tprod/ep/v0s/s0310304_0310315.w

	


Now Level 0 Instrument data File is ingested

Found:

-rw-r--r--    1 tmoc     toms      3414952 Apr 13 11:42 w36201iy.3vz

Valid: moved to /uv/tprod/ep/v0/I0310304_0310315.W

                       TOMS-EP  INSTRUMENT LEVEL-0 DATA QC         Apr 13, 2003

                       -----------------------------------         Sun 11:45:27

 Previous_file = /uv/tprod/ep/v0i/i0310216_0310304.e

 Current_file  = /uv/tprod/ep/v0/I0310304_0310315.W

	


Level 0 Instrument data were QC’d and passed

 HEADER RECORD:

 (WORD #00-#20)=  0 - 3   4-5  6  7  8   9-10 11 12   13    14  20

                -------- ---- -- -- --- ----- -- -- ----- ----- --

                EPROBE-1 I-L0 10  3 103 36201 w  y   5142     0  1

 DATA SPAN # 1 =  102:16:17: 0  TO  103: 4:20:32  (Previous file)

 Overlapped--- =                            -226  seconds

 DATA SPAN # 1 =  103: 4:16:46  TO  103:15:25:11  (Current file)

 DATA RECORD:

 Legend: TQ=Time Quality   (0=good,1=bad)    IQ=Instr. Quality (0=good,1=bad)

         AQ=Analog Quality (0=good,1=bad)    SQ=Scene Quality  (0=good,1=bad)

         MD=Operating Mode (00 - 0F)         CM=Chopper Motor  (1=on,  0=off)

         SY=Chopper Sync   (1=in, 0=not)     HV=High Voltage   (1=on,  0=off)

        PID=Param. Sub.ID  (00H - 17H)       SV=Science data (1-PROM, 0-EEPROM)

 DATA |<----- TIME STAMP ---->| |<---------- INSTRUMENT STATUS ---------->| A S

 REC# Q DOY:HR:MN:SC:MS   DIFF? Q MD CM SY HV PID SCP DF RCA WRM ECA SV ERR Q Q

 ---- - --- -- -- -- --- ------ - -- -- -- -- --- --- -- --- --- --- -- --- - -

    1 0 103:04:16:46:601        0 0H  1  0  1 13H  54  0   0   0  0H  1  0H 0 0

  317 0 103:04:57:51:708        0 0H  1  0  1 17H  54  0   0   0  0H  1  0H 0 0

  318 0 103:04:57:59:496   7.8  0 FH  1  0  1  0H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

  702 0 103:05:47:55:061        0 1H  1  0  1  0H   0  0   0   0  0H  1  0H 0 0

  703 0 103:05:48:02:869   7.8  0 FH  1  0  1  1H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 1081 0 103:06:37:11:629        0 0H  1  0  1 13H  54  0   0   0  0H  1  0H 0 0

 1082 0 103:06:37:19:437   7.8  0 FH  1  0  1 14H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 1466 0 103:07:27:15:004        0 1H  1  0  1 14H   0  0   0   0  0H  1  0H 0 0

 1467 0 103:07:27:22:810   7.8  0 FH  1  0  1 15H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 1844 0 103:08:16:23:763        0 0H  1  0  1  EH  54  0   0   0  0H  1  0H 0 0

 1845 0 103:08:16:31:570   7.8  0 FH  1  0  1  FH  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 2229 0 103:09:06:27:157        0 1H  1  0  1  FH   0  0   0   0  0H  1  0H 0 0

 2230 0 103:09:06:34:944   7.8  0 FH  1  0  1 10H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 2608 0 103:09:55:43:684        0 0H  1  0  1  AH  54  0   0   0  0H  1  0H 0 0

 2609 0 103:09:55:51:492   7.8  0 FH  1  0  1  BH  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 2993 0 103:10:45:47:077        0 1H  1  0  1  BH   0  0   0   0  0H  1  0H 0 0

 2994 0 103:10:45:54:885   7.8  0 FH  1  0  1  CH  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 3372 0 103:11:35:03:625        0 0H  1  0  1  6H  54  0   0   0  0H  1  0H 0 0

 3373 0 103:11:35:11:433   7.8  0 FH  1  0  1  7H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 3758 0 103:12:25:14:806        0 1H  1  0  1  8H   0  0   0   0  0H  1  0H 0 0

 3759 0 103:12:25:22:614   7.8  0 FH  1  0  1  9H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 4137 0 103:13:14:31:374        0 0H  1  0  1  3H  54  0   0   0  0H  1  0H 0 0

 4138 0 103:13:14:39:180   7.8  0 FH  1  0  1  4H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 4522 0 103:14:04:34:747        0 1H  1  0  1  4H   0  0   0   0  0H  1  0H 0 0

 4523 0 103:14:04:42:535   7.8  0 FH  1  0  1  5H  54  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 4901 0 103:14:53:51:315        0 0H  1  0  1 17H  54  0   0   0  0H  1  0H 0 0

 4902 0 103:14:53:59:103   7.8  0 FH  1  0  1  0H  34  0   0   0  0H  0  0H 0 0

                                  ^                                   ^       

 5141 0 103:15:25:03:544        0 1H  1  0  1 17H   0  0   0   0  0H  1  0H 0 0

 5142 0 103:15:25:11:331   7.8  0 1H  1  0  1  0H   0  0   0   0  0H  1  0H 0 0

 DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ= 5142

 #NORMAL SCAN MODE = 2545    #ELECTRO. CAL MODE=  40    #WAVELEN. CAL MODE=   0

 #SOLAR CAL DIFF.WK=    0    #SOLAR CAL DIFF.CV=   0    #SOLAR CAL DIFF.RF=   0

 #REFL. CAL DIFF.WK=    0    #REFL. CAL DIFF.CV=   0    #REFL. CAL DIFF.RF=   0

 #DIAGNOSTIC MODE..=    0    #OTHER OPER. MODES=  13    #STANDBY OP. MODE =2544

 #BAD QUALITY: TIME=    0    #INSTRUMENT STATUS=   0    #ANALOG DATA      =   0

 #TIME LAG ANOMALY =    0    #SCIENCE INVALID  =  13    #DETECTED ERRORS..=   0

 #HIGH VOLTAGE OFF =    0    #CHOPPER NON-SYNC =   0    #CHOPPER MOTOR OFF=   0

 #SCAN. POSI. ERROR=    0    #SCENE QUALITY BAD=   0

***** INSTRUMENT LEVEL-0 DATA PASSED QC *****

	


The playback index file was updated with new instrument file information 

Updating /uv/tprod/ep/aux/playbk_idx.ep from I0310304_0310315.W ...

Updated rec#2463 (2003 103)

Indx YearDoy i h1h1 h2h2 h3h3 h4h4 h5h5 h6h6 h7h7 s h1h1 h2h2 h3h3 h4h4 h5h5 h6h6 h7h7

---- ------- - ---- ---- ---- ---- ---- ---- ---- - ---- ---- ---- ---- ---- ---- ----

2463 2003103 1 0415                               1 0415                              

Playback index /uv/tprod/ep/aux/playbk_idx.ep updated

Valid: moved to /uv/tprod/ep/v0i/i0310304_0310315.w

	


reali_ep script was  called - near real-time processing officially began 

Level 0 orbit data were generated

***** Start Near Real-time Processing at Sun Apr 13 11:45:28 EDT 2003 *****

step=2 arg2=2003103 arg3=/uv/tprod/ep/v0i/i0310304_0310315.w

first_orb_only=0

prev=/uv/tprod/ep/v0i/i0310216_0310304.e

curr=/uv/tprod/ep/v0i/i0310304_0310315.w

mODS=/uv/tprod/ep/aux/ODS_P.EP

number of overlap: 30

existing z36194.ept moved to z36194.ept1

re-generating z36194.ept

overlap unidentical at: 103 04:16:46.601 reason: event keys

overlap unidentical at: 103 04:16:54.408 reason: event keys

overlap unidentical at: 103 04:17:02.196 reason: event keys

overlap unidentical at: 103 04:17:10.004 reason: event keys

overlap unidentical at: 103 04:17:17.811 reason: event keys

overlap unidentical at: 103 04:17:25.599 reason: event keys

overlap unidentical at: 103 04:17:33.407 reason: event keys

generating z36195.ept

generating z36196.ept

generating z36197.ept

generating z36198.ept

generating z36199.ept

generating z36200.ept

generating z36201.ept

	


Level 1 processing began for all new orbits and QC looked good

Producing RUF 36194 - 36201 ...

Level-0=/uv/tprod/ep/nrt/v0ib/z36194.ept

Level-1=/uv/tprod/ep/nrt/v1/r36194.ept

ephfile=/uv/tprod/ep/nrt/v1/P030411_P030419.EPH

odsfile=/uv/tprod/ep/aux/ODS_P.EP

terpres=/uv/tprod/ep/aux/TERPRS.DAT

surfcat=/uv/tprod/ep/aux/SURFCAT.DAT

snowice=/uv/tprod/ep/aux/SNOICE.

cloudpr=/uv/tprod/ep/aux/CLDPRES.

Logged: /uv/tprod/ep/nrt/v1/rpt/r36194.rpt

                           TOMS-EP LEVEL-1 RUF DATA QC             Apr 13, 2003

                           ---------------------------             Sun 12:00:22

data_file = /uv/tprod/ep/nrt/v1/r36194.ept

HEADER RECORD (first 156 characters printed in two lines as follows):

TOMS-EP  FM-3 LEVEL-1 BY rufgen.c     VERSION 1.3  MAY 10 1999 ON SGI UNIX V       

GEN APR 13 2003 160020 DATA SPAN APR 13 2003 034219 TO APR 13 2003 052131

DATA RECORDS (w/mininum and maximum angles):

 # Orb# Frm Hr:Mn:Sc  SOD    Lat    Long   Alt  Nad   R-Asc  Decl   Azim   Elev

-- ----- -- -- -- -- ----- ------  ------ ---- ----- ------ ------ ------ ------

 1 36194  1  3:42:19 13339 -81.78 -177.41  710     0  21.11   8.88  15.36 -74.64

        764  5:21:31 19291  81.78  179.31  772     0  21.18   8.90 164.64  74.64

Orbno S_YYMMDD S_Time E_YYMMDD E_Time Skn Scc Scw Scr Wmn Ecl Rcc Rcw Rcr St_By

----- -------- ------ -------- ------ --- --- --- --- --- --- --- --- --- -----

36194 20030413  13339 20030413  19291 384   0   0   0   0   0   0   0   0   378

DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ=  765           #BAD QUALITY FRAMES=     0

 #NORMAL MODE      =  384           #TIME LAG ANOMALIES=     0

 #CALIBRATION MODE =    0           #ANGLE OUT-OF-RANGE=     0

 #DIAGNOSTIC  MODE =    0           #SCENES W/FILL DATA= 13670

 #OTHER/SPARE MODE =  378           #MODE CHANGE IN PRO=     2

************ LEVEL-1 /uv/tprod/ep/nrt/v1/r36194.ept passed QC ************

…..Several More Orbits of Level 1 data were processed but not shown in the interest of conserving space….

/uv/tprod/ep/bin/rufgen.com ended successfully

	


Level 2 processing began for the range of orbits and completed successfully

Producing OZT 36194 - 36201 ...

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36194.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36194.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160038 DATA SPAN APR 13 2003 034219 TO APR 13 2003 052131  

Total number of records read: 386   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36195.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36195.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160043 DATA SPAN APR 13 2003 052139 TO APR 13 2003 070051  

Total number of records read: 386   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36196.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36196.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160047 DATA SPAN APR 13 2003 070059 TO APR 13 2003 084011  

Total number of records read: 387   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36197.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36197.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160052 DATA SPAN APR 13 2003 084019 TO APR 13 2003 101923  

Total number of records read: 385   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36198.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36198.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160057 DATA SPAN APR 13 2003 101931 TO APR 13 2003 115843  

Total number of records read: 386   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36199.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36199.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160102 DATA SPAN APR 13 2003 115851 TO APR 13 2003 133803  

Total number of records read: 386   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36200.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36200.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160107 DATA SPAN APR 13 2003 133811 TO APR 13 2003 151723  

Total number of records read: 386   Number of orbits: 1

Logged: /uv/tprod/ep/nrt/v2/rpt/s03103_36201.rpt

Running QC ...

/uv/tprod/ep/nrt/v2/s36201.ept:

First 158 characters of header record:

TOMS-EP  FM-3 LEVEL-2 BY ozt.f        VERSION 7.62 Dec 21 2001 ON UNIX         

    GEN APR 13 2003 160112 DATA SPAN APR 13 2003 151731 TO APR 13 2003 152511  

Total number of records read: 62   Number of orbits: 1

Ended normally

	


Level 2 data were distributed to the NOAA project’s directory

Copying Level-2 36194-36201 by noaa_volcano2 in background ...

	


Level 2 orbit files were merged to make a daily file

Merging Level-2 into daily file(s) ...

# 1 Orbital_file=/uv/tprod/ep/nrt/v2/s36192.ept

# 2 Orbital_file=/uv/tprod/ep/nrt/v2/s36193.ept

# 3 Orbital_file=/uv/tprod/ep/nrt/v2/s36194.ept

# 4 Orbital_file=/uv/tprod/ep/nrt/v2/s36195.ept

# 5 Orbital_file=/uv/tprod/ep/nrt/v2/s36196.ept

# 6 Orbital_file=/uv/tprod/ep/nrt/v2/s36197.ept

# 7 Orbital_file=/uv/tprod/ep/nrt/v2/s36198.ept

# 8 Orbital_file=/uv/tprod/ep/nrt/v2/s36199.ept

# 9 Orbital_file=/uv/tprod/ep/nrt/v2/s36200.ept

#10 Orbital_file=/uv/tprod/ep/nrt/v2/s36201.ept

#11 Orbital_file=/uv/tprod/ep/nrt/v2/s36202.ept not available

#12 Orbital_file=/uv/tprod/ep/nrt/v2/s36203.ept not available

#13 Orbital_file=/uv/tprod/ep/nrt/v2/s36204.ept not available

#14 Orbital_file=/uv/tprod/ep/nrt/v2/s36205.ept not available

#15 Orbital_file=/uv/tprod/ep/nrt/v2/s36206.ept not available

/uv/tprod/ep/nrt/v2d/s03103.ept created for 10 orbits (vs. 15 in 36192-36206)

	


Level 3 data processing was successful for all products

Producing CDTOMS 103/2003 - 103/2003...

#    1:  For 103/03 -

Logged:  /uv/tprod/ep/nrt/v3/rpt/g030413.rpt1

Running QC ...

#    1:  For 103/03 -

                        TOMS-EP OZONE     CDTOMS data QC           Apr 13, 2003

                        --------------------------------           Sun 12:01:19

Input file = /uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept

Valid range= 1 to 700 w/fill_value=0

First header record reads:

 Day: 103 Apr 13, 2003    EP/TOMS    NRT OZONE    GEN:03.103 Asc LECT: 11:03 AM 

 Lowest  OZONE    = 215 at lat=-70.5 lon=  75.625  (row#= 9 cell#= 5)

 Highest OZONE    = 522 at lat= 69.5 lon=-104.375  (row#= 3 cell#=11)

CDTOMS /uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept passed QC

Producing CDTOMS 103/2003 - 103/2003...

#    1:  For 103/03 -

Logged:  /uv/tprod/ep/nrt/v3/rpt/g030413.rpt2

Running QC ...

#    1:  For 103/03 -

                        TOMS-EP REFLECT   CDTOMS data QC           Apr 13, 2003

                        --------------------------------           Sun 12:01:21

Input file = /uv/tprod/ep/nrt/v3/y2003/ref/ga030413.epr

Valid range= -20 to 120 w/fill_value=999

First header record reads:

 Day: 103 Apr 13, 2003    EP/TOMS    NRT REFLECT  GEN:03.103 Asc LECT: 11:03 AM 

 Lowest  REFLECT  =   0 at lat=-26.5 lon= -54.375  (row#= 5 cell#= 1)

 Highest REFLECT  = 107 at lat= 88.5 lon= 130.625  (row#=10 cell#=24)

CDTOMS /uv/tprod/ep/nrt/v3/y2003/ref/ga030413.epr passed QC

Producing CDTOMS 103/2003 - 103/2003...

#    1:  For 103/03 -

Logged:  /uv/tprod/ep/nrt/v3/rpt/g030413.rpt4

Running QC ...

#    1:  For 103/03 -

                        TOMS-EP 331 RES   CDTOMS data QC           Apr 13, 2003

                        --------------------------------           Sun 12:01:23

Input file = /uv/tprod/ep/nrt/v3/y2003/res/ga030413.epa

Valid range= -99 to 200 w/fill_value=999

First header record reads:

 Day: 103 Apr 13, 2003    EP/TOMS    NRT 331 RES  GEN:03.103 Asc LECT: 11:03 AM 

 Lowest  331 RES  = -52 at lat= 75.5 lon=-134.375  (row#= 2 cell#=12)

 Highest 331 RES  =  44 at lat= 10.5 lon= 109.375  (row#=10 cell#= 7)

CDTOMS /uv/tprod/ep/nrt/v3/y2003/res/ga030413.epa passed QC

Producing CDTOMS 103/2003 - 103/2003...

#    1:  For 103/03 -

Logged:  /uv/tprod/ep/nrt/v3/rpt/g030413.rpt16

Running QC ...

#    1:  For 103/03 -

                        TOMS-EP IEC-ery.  CDTOMS data QC           Apr 13, 2003

                        --------------------------------           Sun 12:02:15

Input file = /uv/tprod/ep/nrt/v3/y2003/ery/ga030413.epe

Valid range= 1 to 998 w/fill_value=999

First header record reads:

 Day: 103 Apr 13, 2003    EP/TOMS    NRT IEC-ery. GEN:03.103 Asc LECT: 11:03 AM 

 Lowest  IEC-ery. = 130 at lat=-64.5 lon= -39.375  (row#= 5 cell#=13)

 Highest IEC-ery. = 382 at lat= 12.5 lon=  38.125  (row#= 7 cell#=25)

CDTOMS /uv/tprod/ep/nrt/v3/y2003/ery/ga030413.epe passed QC

	


Image production executed without a problem

Generating partial ASCII icon ...

IDL Version 5.3 (IRIX mipseb). (c) 1999, Research Systems, Inc.

Installation number: 3563-5.

Licensed for use by: NASA/GSFC CODE 916

% Compiled module: $MAIN$.

% Compiled module: WRITE_GIF.

% Loaded DLM: GIF.

Infile  =/uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept

Outfile =/uv/tprod/ep/tmp/partdata_icon.gif221774

Done

Outfile moved to /app/ftptoms/pub/eptoms/images/icons/partdata_icon.gif

Generating partial polar icons (South) ...

IDL Version 5.3 (IRIX mipseb). (c) 1999, Research Systems, Inc.

Installation number: 3563-5.

Licensed for use by: NASA/GSFC CODE 916

% Compiled module: $MAIN$.

% Compiled module: MAP_SET.

% Compiled module: MAP_CONTINENTS.

% Compiled module: FILEPATH.

% Compiled module: MAP_GRID.

% Compiled module: WRITE_GIF.

% Loaded DLM: GIF.

Infile  =/uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept

Outfile =/uv/tprod/ep/tmp/pols_icon.gif221774

Done

Outfile moved to /app/ftptoms/pub/eptoms/images/icons/pols_icon.gif

Generating partial polar icons (North) ...

IDL Version 5.3 (IRIX mipseb). (c) 1999, Research Systems, Inc.

Installation number: 3563-5.

Licensed for use by: NASA/GSFC CODE 916

% Compiled module: $MAIN$.

% Compiled module: MAP_SET.

% Compiled module: MAP_CONTINENTS.

% Compiled module: FILEPATH.

% Compiled module: MAP_GRID.

% Compiled module: WRITE_GIF.

% Loaded DLM: GIF.

Infile  =/uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept

Outfile =/uv/tprod/ep/tmp/poln_icon.gif221774

Done

Outfile moved to /app/ftptoms/pub/eptoms/images/icons/poln_icon.gif

Generating partial polar maps (South) ...

IDL Version 5.3 (IRIX mipseb). (c) 1999, Research Systems, Inc.

Installation number: 3563-5.

Licensed for use by: NASA/GSFC CODE 916

% Compiled module: $MAIN$.

% Compiled module: READ_GIF.

% Loaded DLM: GIF.

% Compiled module: MAP_SET.

% Compiled module: CROSSP.

% Compiled module: MAP_CONTINENTS.

% Compiled module: FILEPATH.

% Compiled module: MAP_GRID.

% Compiled module: WRITE_GIF.

Infile  =/uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept

Outfile =/uv/tprod/ep/tmp/POL_LATEST_S.GIF221774

Done

Outfile moved to /app/ftptoms/pub/eptoms/images/spole/y2003/POL_LATEST_S.GIF

Generating partial polar maps (North) ...

IDL Version 5.3 (IRIX mipseb). (c) 1999, Research Systems, Inc.

Installation number: 3563-5.

Licensed for use by: NASA/GSFC CODE 916

% Compiled module: $MAIN$.

% Compiled module: READ_GIF.

% Loaded DLM: GIF.

% Compiled module: MAP_SET.

% Compiled module: CROSSP.

% Compiled module: MAP_CONTINENTS.

% Compiled module: FILEPATH.

% Compiled module: MAP_GRID.

% Compiled module: WRITE_GIF.

Infile  =/uv/tprod/ep/nrt/v3/y2003/oz/ga030413.ept

Outfile =/uv/tprod/ep/tmp/POL_LATEST_N.GIF221774

Done

Outfile moved to /app/ftptoms/pub/eptoms/images/npole/y2003/POL_LATEST_N.GIF

Infile copied to /app/ftptoms/pub/eptoms/data/oz2003/PART_ASCII

	


All image processing ran ok. 

All processing is finished and everything went well.

Summary: #Total=5  #InputMissing=0  #Err=0  #Images=5

*** Level-3 Image Processing for 103/2003 full=N ended ***

***** End of Near Real-time Processing at Sun Apr 13 12:02:27 EDT 2003 *****

Summary of v0ingest: #Found=2  #Valid=2  #Good=2  #Error=0  #Rejected=0

Sample Spacecraft Level 0 Subset Processing Report

This sample report is the file w36201sy.3vz.sub. in /uv/tprod/ep/memo/mail

                   TOMS-EP  SPACECRAFT LEVEL-0 DATA SUBSET QC      Apr 13, 2003

                   ------------------------------------------      Sun 11:53:38

 Previous_file = /uv/tprod/ep/v0s/sub/ss0310216_0310304.e

 Current_file  = /uv/tprod/ep/v0s/sub/ss0310304_0310315.w

 HEADER RECORD:

  0 - 1    2    3   4-L   4-R   5-L   5-R   6-L   6-R

-------- ---- ---- ----- ----- ----- ----- ----- -----

EPROBE-1 S-L0 w    1224     0     1     2  2003     0

 DATA SPAN # 1 =  102:16:16:54  TO  102:16:19:39  (Previous file)

 DATA SPAN # 2 =  102:16:19:40  TO  103: 4:20:31  (Previous file)

 Overlapped--- =                            -229  seconds

 DATA SPAN # 1 =  103: 4:16:42  TO  103:15:23:54  (Current file)

 DATA SPAN # 2 =  103:15:23:55  TO  103:15:25: 9  (Current file)

 DATA RECORD:

 DATA <- TIME STAMP ->  Interval

 REC# DOY:HR:MN:SC:MS   Difference HEADQUAL TRAILQUAL FRAME FORMAT         Remark

 ---- --- -- -- -- ---  ---------- -------- --------- ---------------- ------------------

    1 103: 4:16:42:807                    0         0 5555555555555555

 DIAGNOSTIC SUMMARY:

 #DATA RECORDS READ = 1224   #TOTAL MAJOR FRAMES= 1224

 #HEADER QUALITY BAD=    0   #TRAIL QUALITY BAD =    0   #TIME ANOMALIES    =    0

**** SPACECRAFT LEVEL-0 DATA SUBSET PASSED QC ****

Appendix F. Abbreviations and Acronyms

Listed below are common abbreviations and acronyms used in this document.

ADEOS

Advanced Earth Observing Satellite


EP-TOMS
Earth Probe Total Ozone Mapping Spectrometer

FDF 

Flight Dynamics Facility

FM3

Flight Model 3 (EP-TOMS) 

FTP

File Transfer Protocol

GMT

Greenwich Mean Time

GSFC 

Goddard Space Flight Center

HTTP

Hyper Text Transfer Protocol

IDL

Interactive Data Language

NRT 

Near Real Time

ODS 

Orbital Data Set

PI

Principal Investigator

PMT 

Photomultiplier Tube

RUF

Raw Units File

SFTP 

Secure File Transfer Protocol

SZA

Solar Zenith Angle

TMOC

TOMS Mission Operations Center

TOMS 

Total Ozone Mapping Spectrometer

TSOC

TOMS Science Operations Center

UV

Ultraviolet

UVB

Ultraviolet B

ZM 

Zonal Means

Appendix G. Contact Information

EarthProbe TOMS Principal Investigator (PI)

Rich McPeters

mcpeters@wrabbit.gsfc.nasa.gov

301-614-6038

TOMS ATR

Georgiann Batluck

batluck@tiffy.gsfc.nasa.gov

301-614-6044
TOMS Mission Operations Center (TMOC) 

Operations Console

301-286-6551

TMOC Manager

Bob White

rjwhite@pop500.gsfc.nasa.gov

301-614-5338

Flight Dynamics Facility (FDF)

Peter Turek

pjturek@pop500.gsfc.nasa.gov

757-824-1035
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Figure 9.3 Plots of the size ozone hole and the southern hemisphere daily minimum ozone.
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