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ABSTRACT

Principal aspects of the development of Gastropod, a fixed-pressure-grid fast radiative transfer model for the
Atmospheric Infrared Sounder (AIRS), are described. Performance of the forward and gradient operators is
characterized, and the impact of radiative transfer model errors on retrieval accuracy is quantified in a minimum-
variance linear retrieval framework. The model error characteristics do not compromise the information content
of channel subsets appropriate for use in operational data assimilation significantly, and retrieval accuracy is
robust in realistic suboptimal retrieval scenarios. The fixed-pressure-grid regression model is, therefore, adequate
for current data assimilation requirements. Errors in modeled water vapor line absorption do, however, limit the
accuracy of retrievals using the full AIRS channel set, and accurate description of forward-model error corre-
lations is essential for retrieval accuracy. Thus, despite recent advances, fixed-pressure-grid models have yet to
demonstrate the required degree of accuracy in modeling water vapor line absorption. More accurate models
will be required to exploit advanced sounder data to their full potential.

1. Introduction

Satelliteborne instruments form a major component
of meteorological and climate observing systems. Re-
quirements for improved weather prediction and im-
proved understanding of natural and anthropogenic pro-
cesses affecting climate have led to the development of
advanced infrared spectrometers (Aumann and Pagano
1994) and interferometers (Chalon et al. 2001; Predina
and Glumb 2000). These instruments have high spectral
resolution, which will enable temperature and humidity
profiles to be determined with higher accuracy and high-
er vertical resolution than is currently possible. The first
of these advanced sounders, the Atmospheric Infrared
Sounder (AIRS) was launched on Aqua in May of 2002.

The interpretation of the satellite measurements is not
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trivial, however. Observed radiances are related to sur-
face and atmospheric state variables (pressure, temper-
ature, and absorbing gas abundances) indirectly, through
the radiative transfer equation. In the case of absorption
by a variable gas, this relationship may be highly non-
linear. Furthermore, the unconstrained inversion prob-
lem is ill conditioned or, in some cases, ill posed. Over
the past decade, variational methods for data assimila-
tion have been developed that address these problems
specifically and allow radiances to be assimilated di-
rectly in weather forecast models (Eyre et al. 1993).
Resulting improvements in the accuracy of analyzed and
forecast fields testify to the major advances that have
been made in the use of satellite data (Simmons and
Hollingsworth 2002).

In direct radiance assimilation, a radiative transfer
operator is used to predict observed radiances for a giv-
en a priori estimate of atmospheric state (i.e., forecast
model fields). A statistically optimal estimate of the true
atmospheric state is sought through minimization of dif-
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ferences between observed and predicted radiances,
subject to a constraint on departures from the a priori
estimate of atmospheric state. The gradient of the ra-
diative transfer operator with respect to elements of the
atmospheric state vector (the adjoint or Jacobian) is re-
quired for this minimization procedure. The weights
given to observations depend on the magnitude of ob-
servation errors, so error covariance matrices for in-
strumental noise (E), forward model error (F), and the
a priori estimate of atmospheric state (B) must also be
specified.

The radiative transfer model—comprising forward
and gradient operators and an estimate of the error co-
variance matrix F—is, therefore, the key to extracting
the information contained within the observed radianc-
es. For this to be done in a timely fashion, allowing all
relevant data to be included in a model forecast cycle,
the forward and gradient radiative transfer calculations
must be very fast (e.g., 0.01 seconds per field of view
for radiance assimilation in the Met Office operational
suite). Approximations must be made to achieve these
processing times.

Fast radiative transfer models fall into two main cat-
egories—direct statistical models, which employ re-
gression techniques (e.g., neural networks, empirical or-
thogonal function decomposition) to relate atmospheric
state variables and radiances directly, and physically
based models, which solve a polychromatic approxi-
mation of the radiative transfer equation (McMillin and
Fleming 1976). The former class provides very rapid
forward calculations, but an accurate analytic Jacobian
capability has yet to be demonstrated (Saunders 2000).

Physically based models depend on rapid but accurate
estimation of absorber optical depths. Regression-based
prediction of optical depths on a fixed pressure grid
(FPG) or fixed absorber overburden grid (FAO) are the
most widely used approaches (McMillin et al. 1979,
1995). Garand et al. (1999) have applied a Goody band
model to estimate effective monochromatic optical
depths for filter radiometers.

Development of physically based regression models
for the advanced satellite sounders dates from the work
of Hannon et al. (1996), which gave rise to the Pressure-
Layer Fast Algorithm for Atmospheric Transmittance
(PFAAST) models for AIRS and the infrared atmo-
spheric sounding interferometer (IASI). Matricardi and
Saunders (1999) more recently developed the radiative
transfer for IASI (RTIASI) model. Intercomparison of
these first FPG fast models for IASI identified a number
of shortcomings in the treatment of modeled water vapor
absorption in the RTIASI model, and errors in modeled
absorption in the water vapor (H2O) n2 band were shown
to compromise retrieval accuracy (Sherlock 2000a,b).
Improved modeling of water vapor absorption was
clearly required to reduce forward-model errors below
instrumental noise levels—particularly the low AIRS
instrumental noise levels in the the longwave window
region and H2O n2 band.

Model developments have continued in recent years.
Matricardi et al. (2001) have developed a new set of
predictors, giving marked improvements in model per-
formance for AIRS, IASI, and current infrared filter
radiometers. These developments are integrated in the
FPG model known as Radiative Transfer for Television
and Infrared Observation Satellite (TIROS) Operational
Vertical Sounder (TOVS) (RTTOV-7; Saunders et al.
2002). Hannon and coworkers have pursued a hybrid
FPG–FAO approach in the development of the AIRS
radiative transfer algorithm (AIRS-RTA). Van Delst
(2002) recently reported ongoing development of the
FAO optical path transmittance (OPTRAN) model for
AIRS.

The Gastropod development described here has
sought to optimize FPG model formulation and predic-
tors based on the results of the Sherlock (2000b) model
intercomparison and subsequent predictor selection
studies (Sherlock 2002). In the following sections, we
describe the main choices made in the development of
Gastropod. We characterize Gastropod forward-model
and Jacobian errors and compare them with forward-
model error characteristics published for the RTTOV-7
and AIRS-RTA models. We then examine the impact of
forward-model errors on retrieval accuracy in the con-
text of numerical weather prediction data assimilation.
In doing so, we aim to provide a critical assessment of
FPG fast-model performance that may serve as a ref-
erence for future fast-model developments.

2. Radiative transfer model development

a. Basic principles of the fast radiative transfer
model

Given an estimate of atmospheric state (profiles of
temperature and absorbing gas abundances) and surface
properties (temperature and emissivity), the forward ra-
diative transfer operator calculates the radiance spec-
trum that would be observed by a satelliteborne instru-
ment. The radiances deduced from satellite observations
are given by the convolution of the incident monochro-
matic radiation spectrum R(n), at frequencies n, with
the instrument spectral response functions for the k in-
strument channels Ik(n). However, full line-by-line ra-
diative transfer and convolution calculations are too
time consuming (102–103 seconds per field of view) for
operational data processing and assimilation require-
ments, and most physically based fast radiative transfer
algorithms—including Gastropod—use the polychro-
matic transmittance approximation and regression-based
prediction of optical depths to achieve the computational
speeds required (e.g., 1024 seconds per channel per field
of view for AIRS, assuming a subset of 100 channels
is assimilated).

In this case, an approximate solution to the discretized
radiative transfer equation (here, assuming a plane-par-
allel atmosphere of nonscattering gaseous absorbers in
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local thermodynamic equilibrium, and specular reflec-
tion at the earth’s surface) is sought in terms of con-
volved layer-to-space transmittances:

R̃ 5 R(n)I (n) dnk E k

N

. ẽ B*(T )t̃ 1 B*(T )(t̃ 2 t̃ )Ok k s N,k k i i21,k i,k
i51

N t̃ 2 t̃i21,k i,k21 (1 2 ẽ )t̃ B*(T ) . (1)Ok N,k k i t̃ t̃i51 i21,k i,k

The three terms on the right-hand side of Eq. (1) de-
scribe the contributions to the upwelling radiance at the
top of the atmosphere from surface and atmospheric
thermal emission and surface reflection of downwelling
atmospheric thermal emission, respectively; k is the in-
strument channel index; i is the layer index, running
from 1 at the top of the atmosphere to N at the surface;

i,k is the convolved transmittance from the base of thet̃
layer i to space, with 0,k 5 1.0; i is the mean tem-t̃ T
perature of the layer i; Ts is the surface skin temperature;

( i) is an appropriate spectral mean of the PlanckB* Tk

function for the channel k; and k is an appropriate spec-ẽ
tral mean surface emissivity for the channel k. Advanced
sounders’ channel half-widths are on the order of 0.25
cm21, allowing these mean quantities to be approxi-
mated by the Planck function and the spectral emissivity
at the channel central frequency, respectively. More
complicated formulations are required for filter radi-
ometers.

The effective layer-to-space transmittance of the ab-
sorber Xm, , is defined in terms of the convolved totalXmt i,k

monochromatic transmittance for the set of absorbers
{Xl}, t i(n; X1, . . . , Xl21, Xl),

t (n; X , . . . , X , X )I (n) dnE i 1 m21 m k

Xmt 5 , (2)i,k

t (n; X , . . . , X )I (n) dnE i 1 m21 k

ensuring effective optical depths are additive (con-
volved optical depths of individual gases are not ad-
ditive), and thus giving

M
Xmt̃ 5 t 5 t (n; X , . . . , X )I (n) dn. (3)Pi,k i,k E i 1 M k

m51

To compute the effective transmittance for the gas-
eous absorber X, effective layer optical depths areXdi,k

predicted using regression relations:

Xt i,kX X Xd 5 2ln 5 c Q , (4)Oi,k i,k, j i,k, jX1 2t ji21,k

where and are the regression coefficients andX Xc Qi,k,j i,k,j

predictands for the absorber X, the layer i, and the chan-

nel k. The effective layer-to-space transmittances and
the convolved layer-to-space transmittance are then de-
duced recursively. Regression coefficients are derived
from convolved transmittances calculated using a line-
by-line radiative transfer model.

As described above, two vertical layering definitions
are used for regression-based prediction of convolved
layer-to-space transmittances: levels of fixed pressure or
levels of fixed absorber overburden. The two methods
were compared in a study by Hannon et al. (1996). Both
methods were shown to give accurate predictions of
atmospheric transmittances. The authors concluded that,
although the FAO approach is probably ultimately ca-
pable of the greater degree of accuracy, layering re-
quirements associated with the transformation to ab-
sorber overburden space complicate model implemen-
tation and contribute significantly (a factor of 2) to mod-
el run time. Based on these results, the Gastropod uses
the simpler fixed pressure grid.

b. The regression scheme for the prediction of
effective layer optical depths

The regression scheme adopted in Gastropod follows
that of the PFAAST model (Hannon et al. 1996). This
model was selected because of low forward-model er-
rors in spectral intervals where water vapor absorption
dominates (Sherlock 2000b). These error characteristics
are attributed to two main features of the Hannon et al.
(1996) methodology: the separate prediction of water
vapor line and continuum absorption, and the use of
weighted regression.

The separation of the water vapor line and continuum
absorption gives several advantages: the different ab-
sorber abundance and temperature dependencies of the
line and continuum absorption are modeled separately,
allowing fewer predictors in both regressions, and the
spectrally smooth nature of the continuum absorption
on the scale of advanced-sounder spectral bandwidths
allows the effective optical depth for the water vapor
continuum (CTM) to be approximated by the mono-
chromatic continuum optical depth at the channel central
frequency and added to the gaseous line absorption con-
tribution. The expression for the convolved layer-to-
space transmittances becomes

M

CTM Xmt̃ 5 t t , (5)Pi,k i,k i,k
m51

allowing corrections to the description of the water va-
por continuum to be readily incorporated into fast mod-
els without the need for the computationally expensive
recalculation of the line-by-line transmittances.

The climatic range of water vapor abundances can
lead to marked departures from a linear variation of
effective optical depth with layer water vapor content
when the overhead column is optically thick (Hannon
et al. 1996; Sherlock 2001a). However, regression co-
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TABLE 1. Gastropod predictors for fixed gas, water vapor line, water vapor continuum, and ozone absorption, and associated basis functions.
As defined in the text, i is the layer index and ref denotes the reference profile; Xi denotes layer mean temperature or layer mean mixing
ratio, as appropriate. Thus Tr is the ratio of input and reference profile layer mean temperatures, Wr is the ratio of layer water vapor mixing
ratios, and Or is the ratio of layer mean ozone mixing ratios. The Yz,i basis functions are column overburden terms, defined by the ratio of
pressure-weighted variables summed over the layers overlying the layer i. Weights dPi and P i are given by the difference and the mean of
the pressures at the upper and lower boundaries of the layer, respectively, and x is the satellite zenith angle.

Gastropod predictors, release version 0.2.0

Fixed H2O line Ozone H2O continuum Basis definitions

a aWr aOr aW /Tr r a 5 sec(x)
2a 2(aW )r

2(aO )r
2aW /Tr r X 5 X /Xr,i i ref,i

Tr ÏaWr ÏaOr
2 4aW /Tr r dT 5 T 2 Ti i ref,i

2Tr

aTr

2aTr

aTz

aT /Tz r

4
ÏaWr

aW dTr

ÏaW dTr

aW dT |dT |r

aWz

2(aW )z

ÏaWz

ÏaW W /Wr r z

aO dTr

ÏaO dTr

2a O Wr r

aOz

aO ÏaOr z

aO TOr z

2aW /Tr r

2 2aW /Tr r

P dP XO k k k

X 5 k 5 1, i 2 1z,i

P dP XO k k ref,k

P dP T XO k k k k

TZ 5 k 5 1, i 2 1z,i

P dP T XO k k ref,k ref,k

dP 5 P 2 Pi i11 i

P 5 (P 1 P )/2i i11 i

efficients should not be unduly influenced by data points
corresponding to optically thick situations because they
do not make significant contributions to simulated ra-
diances. Weighting data accordingly, prior to regression,
is key to achieving the required accuracy for the fast-
model transmittance prediction scheme: in this study,
the use of weighted regression for the prediction of wa-
ter vapor line absorption gave twofold to tenfold re-
ductions in forward-model errors, with maximum re-
duction in water vapor line centers. In converse, pre-
dictions in optically thick situations effectively consti-
tute an extrapolation of the regression relations. In
Gastropod radiative transfer calculations, the transmit-
tance to space is set to zero if the effective layer-to-
space optical depth for water vapor line absorption is
greater than 5.2, to avoid gross errors in low-level Ja-
cobians. A full discussion is given in Sherlock (2001a).

The regression model developed in this study makes
further extensions to the model of Hannon et al. (1996).
In an attempt to solve the difficulties in accurately mod-
eling water vapor line absorption described above, early
FPG fast models for the advanced sounders used dif-
ferent regression schemes for water vapor absorption,
depending on the optical depth of the overhead column.
However, this results in discontinuities in modeled Ja-
cobians and is not to be recommended. Gastropod uses
a single regression scheme for water vapor absorption.
This scheme has required redefinition of the regression
weighting function defined by Hannon et al. (1996) and
is described in Sherlock (2001a).

Preliminary validation of Gastropod forward and Ja-
cobian model predictions, using the water vapor line
absorption predictors proposed by Hannon et al. (1996),
highlighted errors in predicted water vapor line absorp-
tion for a class of atmospheres with structured (layered)
humidity profiles in the upper troposphere (Sherlock et

al. 2002). A subsequent predictor selection study (Sher-
lock 2002) demonstrated that the Wr/Wz (see Ta-ÏaWr

ble 1 for definitions) predictor proposed by Matricardi
et al. (2001) is a lead predictor for water vapor line
absorption in the 1400–1600 cm21 range. The final set
of water vapor line absorption predictors adopted for
the version 0.2.0 release of the Gastropod model is de-
fined and tabulated in Table 1. The predictor set pro-
posed by Hannon et al. (1996) has been revised to in-
clude the Wr/Wz predictor. Redundant predictorsÏaWr

have also been excluded, primarily to limit errors caused
by predictor collinearity (Sherlock 2002).

Based on the results of a previous study of the vertical
discretization required for FPG fast models for the ad-
vanced sounders (Sherlock 2001b), arithmetic means are
used to estimate layer mean radiative properties; the
vertical discretization of the fast model (AIRS 101 pres-
sure levels) is sufficiently fine to ensure that no signif-
icant representativity errors are incurred (Sherlock
2000b, 2001b), and the use of an arithmetic mean gives
a marked improvement in the speed of adjoint and Ja-
cobian calculations over a weighted Curtis–Godson ap-
proximation.

Convolved transmittance data for the generation of
the regression coefficients were calculated by author
Hannon using the kcompressed atmospheric radiative
transfer algorithm, (kCARTA), version 1.10 (Strow et
al. 1998). The prelaunch AIRS spectral response func-
tion (which was available online at http://asl.umbc.edu/
pub/airs/srf/srftablesV10.hdf) is assumed in convolu-
tions. The transmittance database will be updated and
regression coefficients will be regenerated once the true
spectral response function is determined. Relevant char-
acteristics of the transmittance database are summarized
in Table 2.
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TABLE 2. Principal characteristics of the UMBC convolved transmittance database.

Generating model kCARTA (Strow et al. 1998)
Spectroscopy Line parameters

CO2 line mixing
H2O continuum

High-Resolution Transmission Model (HITRAN) 98
(Toth H2O lines)

Strow et al. (2003)
Correlated K-distribution approximation (CKD) 2.4

Atmospheric absorbers Fixed gases
Fixed gas concentrations

Variable gases: H2O, ozone

All HITRAN gases except H2O and ozone
U.S. Standard Atmosphere, 1976 [CO2] 3 370/330,

[CH4] 3 1.8/1.7
UMBC AIRS profile set (48)

Discretization Vertical
Spectral (kCARTA)

101 AIRS pressure levels
0.0025 cm21

Convolution Pure spectral response functions (no fringes), nominal
155-K frequencies

c. The Gastropod radiative transfer model

Over and above the modifications to the PFAAST
regression scheme described above, the main reason for
not adopting the PFAAST model as it stood was the
fact that the corresponding adjoint and Jacobian code
had not been developed, maintained, or distributed and
there was no definite plan to do so.

Gastropod solves the clear-sky discrete radiative
transfer equation, as formulated in Eq. (1). Standard
adjoint techniques (Giering and Kaminski 1996) have
been used to derive the tangent linear, adjoint, and K
codes of the forward model. Specifically, the K code
calculates the exact analytic Jacobians of the forward
model by executing the sequence of adjoint code state-
ments corresponding to each step of the forward al-
gorithm. In addition, interface routines have been de-
veloped that allow profile input and Jacobian output on
arbitrary (i.e., user defined) pressure levels.

The radiative transfer model does not currently in-
clude downwelling solar radiation or a prognostic in-
frared surface emissivity scheme (e.g., Sherlock and
Saunders 2000) and does not allow for the treatment of
cloud. These extensions are planned in upcoming work.

The input state vector currently comprises tempera-
ture, water vapor and ozone volume mixing ratios (with
respect to the total number density of air molecules) as
a function of pressure, surface pressure, surface skin
temperature, and spectral emissivity for all channels.
The mixing ratios of all other gaseous absorbers are
assumed to be time invariant. The radiative effects of
climatological variability of carbon dioxide, carbon
monoxide, nitrous oxide, and methane (CO2, CO, N2O,
and CH4, respectively); errors in the specification of
surface emissivity; unmodeled reflected downwelling
solar radiation; and departure from local thermodynamic
equilibrium must be included in estimates of the for-
ward-model error covariance.

Gastropod is an open-source development. Software
is distributed under the Gnu Lesser General Public Li-
cense and at the time of writing could be downloaded
from http://gastro.sourceforge.net. Regression coeffi-
cients for the AIRS instrument are also available from
this site.

3. Characterization of forward-model and
Jacobian errors

The accuracy of fast-model radiance simulations de-
pends on the predictive accuracy and representativity of
the underpinning regression model (referred to herein-
after as fast-model errors) and the accuracy of the line-
by-line model transmittance calculations used to derive
this model.

Fast-model errors are typically characterized by com-
paring predicted convolved transmittances, forward
model radiances, and Jacobian calculations with refer-
ence line-by-line simulations. Forward-model and Ja-
cobian error characterizations are presented here. They
have the advantage of including errors from prediction
of convolved transmittances, the polychromatic approx-
imation, and representativity errors associated with the
fast-model discretization of the radiative transfer equa-
tion (Sherlock 2000b). These characterizations are also
directly related to the use of the model in data assim-
ilation: fast-model errors should not make a significant
contribution to the observation error covariance R 5 E
1 F, and Jacobians must be modeled accurately if data
are to be used optimally in assimilation (Watts and
McNally 1988; Sherlock 2000a). Validation of con-
volved transmittances is described in Sherlock (2001a).

Although line-by-line calculations are based on the
best physical description of atmospheric radiative trans-
fer currently available, recent studies indicate that line-
by-line modeling and representativity errors (formula-
tion, spectroscopic parameter uncertainties, and—in the
case of comparisons with observed spectra—nonline-
arity of the radiative transfer problem) can be significant
(Tjemkes et al. 2003). Corresponding contributions to
the forward-model error covariance matrix are poten-
tially much larger than the fast-model errors illustrated
here.

a. Method

1) ESTIMATION OF THE FORWARD-MODEL ERROR

COVARIANCE MATRIX

Convolved radiance spectra have been calculated (us-
ing Gastropod) at five zenith angles (x 5 08, 158, 308,
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458, and 608) for an independent set of 176 diverse
atmospheric profiles from the European Centre for Me-
dium-Range Weather Forecasts (ECMWF) 50-level nu-
merical weather prediction model (Chevallier 1999) and
were compared with convolved line-by-line radiances
simulated using the kCARTA, version 1.10, model.
Convolved radiances are converted to brightness tem-
peratures (equivalent blackbody temperatures), and er-
ror statistics are estimated based on brightness temper-
ature differences, because this has been shown to be the
most appropriate noise metric for data assimilation
(Sherlock 2000a, their appendix B). The error covari-
ance estimate does not include errors associated with
specification of surface emissivity; the specular reflec-
tion approximation or unmodeled surface reflection of
downwelling solar radiation ( 5 1 is assumed in allẽ
radiative transfer calculations); variability of CO2, CO,
N2O, or CH4; line-by-line model; or nonlinearity errors.

The independent profile set is made up of 150 profiles
randomly selected from a diverse set of representative
atmospheric states and 26 profiles randomly selected
from a set of extreme atmospheric states (Chevallier
1999). The sample set of atmospheres is, therefore,
slightly biased toward extreme states but ensures that
model performance is characterized in the widest pos-
sible range of situations. Statistical comparisons of the
profile spaces spanned by the dependent and indepen-
dent profile sets indicate that the dependent set generally
spans the range of atmospheric states in the diverse
profile set. However, profile extrema in temperature and
humidity in the boundary layer and temperature extrema
in the stratosphere in high-latitude profiles are under-
estimated in the dependent set.

Temperature and humidity profiles are dynamically
and thermodynamically consistent in the independent
profile set, but associated ozone profiles are drawn from
climatological data. Physical correlations between tem-
perature and ozone or humidity and ozone (and implic-
itly underpinning the fast-model regression) will not
therefore be represented in the independent dataset, lim-
iting its use for the validation of modeled ozone ab-
sorption; this validation is deferred to a later date.

2) ESTIMATION OF THE INSTRUMENTAL NOISE

COVARIANCE MATRIX

The instrumental noise error covariance matrix E as-
sumed in the graphical comparisons illustrated below and
in retrieval error characterization studies aims to provide
a simple but realistic lower bound for advanced infrared
sounder instrumental noise levels, and, hence, to provide
the most demanding test of fast-model performance. The
instrumental noise per channel at a 250-K scene tem-
perature, NEDT(n, TB 5 250), is defined as

210.2 K n , 800 cm
21NEDT(n, 250) 5 0.1 K n ∈ [800:2400] cm


210.2 K n . 2400 cm ,

based on AIRS laboratory performance tests (Morse et
al. 1999) and in-orbit noise values presented by T. Pa-
gano at the July 2002 AIRS Science Team meeting.

For any given radiance simulation, the instrumental
noise is scaled to the channel scene temperature TB:

]B(n, T )
NEDT(n, 250) )]T T5250K

NEDT(n, T ) 5 , (6)B
]B(n, T ))]T T5TB

where n is the channel central wavenumber and B(n, T)
is the Planck function as defined previously. Because
no significant interchannel instrumental noise correla-
tions were to be expected (Barnet and Susskind 1999),
a diagonal instrumental error covariance matrix is as-
sumed.

3) CHARACTERIZATION OF JACOBIAN ERRORS

It is difficult to define any single scalar figure of merit
that completely characterizes the accuracy of modeled
Jacobians (channel by channel) in a manner relevant to
the retrieval problem. In this study, Jacobian errors are
characterized by the Garand measure of fit (Garand et
al. 2001):

(Garand measure of fit)k

2(H9 2 H9 )O k,l k,l, ref
l5 100 3 , (7)Î 2H9O k,l, ref

l

where k is the channel (wavenumber) index, l is the
profile element (atmospheric state vector) index, H(x)
denotes the forward model; a prime denotes the deriv-
ative with respect to the state vector x, and ref denotes
reference Jacobians calculated from line-by-line radi-
ance simulations. A Garand measure of fit of #10 is
generally accepted as being indicative of well-modeled
Jacobians, and a measure of fit of $25 is considered to
be indicative of serious errors in modeled Jacobians.
The measure of fit can generally be thought of as the
percent error in modeled Jacobians in the region where
| H9 | is maximum; clearly these Jacobian elements must
be modeled accurately if any reliable assimilation or
retrieval is to be performed.

The generation of line-by-line Jacobians is a very
computationally intensive procedure. The results pre-
sented here are based on a reference set of finite-dif-
ference Jacobians (temperature 60.05 K, water vapor
mixing ratio 61%) generated for the dependent profile
set using the kCARTA model (Sherlock 2002). These
Jacobian measures of fit should characterize Gastropod
model performance generally because only modest for-
ward-model error inflation occurs on passing from the
dependent to independent profile sets (see below). As
an alternative, results can be interpreted in terms of a
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FIG. 1. Gastropod forward-model-error characteristics, channel
subset sampling characteristics, and lower-bound estimates of AIRS
instrumental noise levels for a representative range of scene tem-
peratures for the 650–975 cm21 wavenumber interval (AIRS bands
7–12).

lower bound for Jacobian measures of fit for an inde-
pendent profile set.

Jacobian fitting characteristics are summarized by the
minimum, maximum, and upper quartile of the Garand
measure of fit for each channel. Separate summations
over the temperature and humidity components of the
state vector are used to characterize errors in modeled
temperature and humidity Jacobians independently. A
threshold is applied, and only Jacobians for which
max | H9 | . 0.05 are included in statistics.

4) INFORMATION CONTENT AND CHANNEL

SELECTION

Assimilation of all advanced infrared radiance data
(i.e., thousands of channels) is computationally inten-
sive and inefficient, because the number of independent
pieces of information contained in the data is much
fewer than the number of channels. Thus, in practice,
data from a reduced subset of channels (typically on the
order of 100 channels) will be assimilated. These chan-
nel subsets will usually be determined from an analysis
of measurement information content for a range of at-
mospheric states and representative a priori error co-
variances, following the method proposed by Rodgers
(1996).

The impact of forward-model error on channel se-
lection and measurement information content is, there-
fore, examined through comparison of an ‘‘ideal’’ chan-
nel subset—a set of 130 channels selected using the
method of Rodgers (1996) and assuming a diagonal ob-
servation error covariance with standard deviations s
of 0.1 K for all channels—and an ‘‘actual’’ channel
subset—a set of 130 channels selected based on actual
estimates of observation error covariance matrix. The
first of the two channel subsets is ideal in two senses:
all absorption regimes and absorbing species would be
equally well modeled and forward-model errors would
not have a marked spectral dependence; a spectrally
invariant observation error covariance matrix is often
assumed in channel selection studies, and it is of interest
to know whether this assumption is adequate or whether
one needs to specify forward-model errors more accu-
rately.

The sampling characteristics of the two channel sub-
sets are described here. The impact on retrieval accuracy
is quantified in section 4.

b. Radiative transfer model error characteristics for
the CO2 n2 and n3 bands and the atmospheric
window regions

Forward-model errors for the 650–975 cm21 interval
are traced as a function of channel central wavenumber
in Fig. 1. Instrumental noise levels are indicated for a
representative range of scene temperatures by the shad-
ed gray zone for comparison, although it should be re-
called that the diagonal elements of the observation error

covariance matrix are given by the sum of the squares
of the standard deviations Rk,k 5 1 . Ideal and2 2s ,k s ,kE F

actual channels subsets are indicated with open triangles
and filled circles, respectively.

Overall model performance is good. With the excep-
tion of some channels in the 700–760 cm21 interval,
the 667 cm21 CO2 Q branch, and isolated water vapor
lines in the window region, biases are less than 0.02 K.
In a similar way, standard deviations are significantly
lower than instrumental noise levels across the entire
spectral interval, except in the 730–760 cm21 interval
and in water vapor line centers in the window region
(n . 780 cm21).

Forward-model errors for the independent set are gen-
erally robust. Error increases associated with the passage
from the dependent to the independent profile set are
modest (#30%, not shown). There is no substantial
change in error statistics on exclusion of profiles that
constitute an extrapolation of the regression relations or
on exclusion of the set of 26 extreme profiles in the 176
profile set. Nor is there any marked dependence on sat-
ellite zenith angle or atmospheric state, with three ex-
ceptions: the largest biases and standard deviations in
the 730–760 cm21 interval are associated with errors in
modeled water vapor line absorption (in the presence
of interfering absorbing species, CO2 and ozone) that
depend on satellite zenith angle, maximum errors in the
window region occur in water vapor line centers in hu-
mid atmospheres, and standard deviations in the high
peaking CO2 absorption bands—the 667 cm21 and 720
cm21 CO2 Q branches—are reduced to less than 0.05
K on exclusion of high-latitude profiles for which strato-
spheric temperatures constitute an extrapolation of the
regression relations (bias is attributed to differences in
profile extrapolation above 0.1 hPa).

Jacobian error characteristics for the 650–975 cm21

interval are illustrated in Fig. 2. Temperature Jacobians
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FIG. 2. Characterization of the accuracy of Gastropod temperature
and humidity Jacobians on the 650–975 cm21 interval, using the
Garand measure of fit (GMoF).

FIG. 3. Characterization of Gastropod forward-model and Jacobian
estimates for the 2200–2400 cm21 interval (AIRS bands 2B and 1B).
Symbols and lines in the standard deviation plot are as defined in
Fig. 1.

FIG. 4. Same as Fig. 1, but for the 1330–1630 cm21 wavenumber
interval (AIRS bands 03, 4B, and 4A).

are modeled well across the entire interval for all pro-
files. The largest errors occur in water vapor line centers
but do not generally exceed a Garand measure of fit of
10. Elsewhere, Jacobians are considerably better mod-
eled, with Garand measures of fit of 3 or less. Humidity
Jacobians are also modeled well in most cases. Garand
measures of fit are 10 or less for all channels for 75%
of profiles. Again, the largest errors occur in line cen-
ters—elsewhere Garand measures of fit are on the order
of 2 or less. Maximum Garand measures of fit are gen-
erally on the order of 20 and occur in dry atmospheres
(where a small absolute error in modeled Jacobians
gives a large relative error). However, maximum mea-
sures of fit in line centers exceed 40.

Similar model performance is obtained in the CO2 n3

band (2220–2390 cm21). Forward-model standard de-
viation and temperature Jacobian results are reproduced
in Fig. 3 for reference. Slightly higher standard devia-
tion and Jacobian errors are apparent at the band head
(;2380 cm21) and are associated with modeled ab-
sorption in the vicinity of the tropopause.

Forward-model errors do not significantly affect
channel selection and measurement information content.
The most significant modifications to channel selection,
which occur when the true observation error covariance
is taken into account (the modification to sampling in
the CO2 n2 and n3 bands and the shift in sampling to
higher wavenumbers in the window region), are prin-
cipally due to assumed instrumental noise levels rather
than to forward-model errors. In the two instances in
which forward-model errors are comparable to or great-
er than instrumental noise levels and could potentially
affect information content (i.e., the 730–760 cm21 in-
terval and water vapor line centers in the window re-
gion), no channels are selected in either set. Thus, pro-
viding absorption in selected channels is adequately
modeled, the penalty for excluding these poorly mod-
eled channels from an assimilation set is negligible be-

cause the additional information they would provide is
small.

c. Radiative transfer model error characteristics for
the H2O n2 bands

Forward-model errors for a representative subinterval
of the H2O n2 band (1330–1630 cm21) are illustrated
in Fig. 4. Beyond 1380 cm21, biases are generally low—
on the order of 0.05 K in some line centers and con-
siderably less elsewhere. However, significantly higher
biases (and high standard deviations) are observed in
some channels at wavenumbers less than 1380 cm21.
These errors are associated with modeled water vapor
line absorption in the presence of interfering methane
absorption and exhibit a satellite zenith angle depen-
dence.

Forward-model-error standard deviations range be-
tween 0.02 and 0.2 K. Minimum errors are associated
with channels in the wings of water vapor lines. Max-
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FIG. 5. Same as Fig. 2, but on the 1330–1630 cm21 interval.

imum errors occur in water vapor line centers, and their
magnitude tends to decrease across the spectral interval.
As before, error increases associated with the passage
from the dependent to the independent profile set are
modest (#30%), there are no significant changes in error
statistics on exclusion of extreme profiles, and forward-
model errors do not show any marked dependence on
atmospheric state or satellite zenith angle, other than
the case noted above.

The low AIRS instrumental noise levels across the
spectral interval pose challenging requirements for fast-
model accuracy. In the 1330–1450 cm21 interval, fast-
model errors are only less than assumed instrumental
noise levels in the wings of lines. In the 1450–1630
cm21 interval, fast-model errors are less than or com-
parable to assumed instrumental noise levels for a wider
range of absorption regimes, because of improved mod-
eling of absorption in line centers and higher instru-
mental noise levels at lower scene temperatures.

Corresponding Jacobian errors for the 1330–1630
cm21 subinterval are illustrated in Fig. 5. Temperature
Jacobians are modeled well, with Garand measures of
fit of 10 or less for all profiles and all wavenumbers in
the interval. As before, the largest errors occur in water
vapor line centers. Between lines, fits are considerably
better, with measures of fit of 3 or less. A similar spectral
structure is evident in the fitting errors for humidity
Jacobians. Here, Garand measures of fit are less than
10 for 75% of profiles at all wavenumbers across the
spectral interval. For wavenumbers greater than 1450
cm21, maximum Garand measures of fit rarely exceed
15, and fits in line wings are generally significantly
better, with measures of fit of 5 or less. Maximum errors
at wavenumbers less than 1380 cm21 are generally on
the order of 20–40 and are associated with dry atmo-
spheres. Gross errors are observed in some line centers.

Because forward-model errors and instrumental noise
levels are comparable in magnitude there are significant
modifications to channel selections when the true ob-
servation error covariance is taken into account. In the
1350–1480 cm21 interval, the ideal channel selection

spans several absorption lines while the actual channel
selection remains constrained to the wings of lines.
There is also a shift in sampling in the actual channel
set to higher wavenumbers, exploiting improved mod-
eling of tropospheric water vapor absorption in the H2O
n2 band center.

Poor forward-model-error characteristics in channels
associated with interfering methane absorption (n ,
1380 cm21) preclude their use for data assimilation. This
fact is not restrictive in the current development, be-
cause errors associated with the fixed-gas assumption
necessitate their exclusion, irrespective of the accuracy
of modeled water vapor absorption.

d. Error correlation

The discussion above has focused on forward-model-
error standard deviations. Forward-model-error corre-
lation structures are important and may need to be taken
into account, particularly in spectral intervals in which
forward-model error makes the dominant contribution
to the observation error covariance matrix.

There is a high degree of forward-model-error cor-
relation between channels within the CO2 n2 and n3

absorption bands, and there are high correlations be-
tween the two bands. However, corresponding contri-
butions to the off-diagonal elements of the full obser-
vation error covariance matrix are small, because in-
strumental noise levels are significantly higher than for-
ward-model errors in these spectral intervals.

In a similar way there is a high degree of forward-
model-error correlation between channels within the
window regions and within the H2O n2 band. The only
significant, corresponding contributions to the off-di-
agonal elements of the full observation covariance ma-
trix are due to correlations between channels located in
water vapor line centers. A high degree of correlation
is found between such channels within the window re-
gions and within the H2O n2 band, and between such
channels in the window regions and the 1200–1400
cm21 interval of the H2O n2 band.

It was noted above that Jacobian errors and forward-
model errors are correlated—large Jacobian errors occur
in channels for which forward-model errors are larg-
est—as is to be expected. Further, because regression-
model errors depend on the absorption regime and there
are only a limited number of predictors in the regression,
Jacobian error structures are expected to be correlated
between channels with similar absorption characteris-
tics. Examination of Jacobian errors for selected profiles
shows this to be borne out in practice.

e. Comparison with current fast-model-error
characterizations

An equivalent forward-model-error characterization
has been performed for the FPG RTTOV-7 AIRS fast
model using a 117-profile subset of the 176 diverse-
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FIG. 6. Comparison of forward-model errors for the RTTOV-7 and Gastropod fixed-pressure-
grid models on representative spectral subintervals of (a) the CO2 n2 band, (b) the longwave
atmospheric window region, and (c), (d) the H2O n2 band (AIRS bands 4C and 4B, respectively).
Forward-model-error characteristics of the AIRS-RTA FPG–FAO hybrid model are illustrated for
reference on subintervals where water vapor is the principal absorber. All data have been smoothed
with a three-point filter for visual clarity.

profile set (Matricardi et al. 2001; Saunders et al. 2002).
These results are reproduced and compared with Gas-
tropod forward-model errors for four representative
spectral intervals in Fig. 6.

The RTTOV-7 regression scheme gives more accurate
simulations—lower standard deviations—1in the CO2

absorption bands (Fig. 6a), but this result is not of major
practical significance for data assimilation applications
because other sources of error (principally instrumental
noise) are predominant in these spectral intervals.

The error characteristics of the two models are very
similar in the atmospheric window regions (Fig. 6b)—
notably neither one models water vapor line absorption
adequately—however, significant differences in model
performance are found in the H2O n2 band. At wave-
numbers less than 1400 cm21 (Fig. 6c) the forward-
model standard deviations are comparable but Gastro-
pod maximum biases are greater than RTTOV-7 max-
imum biases. At wavenumbers greater than 1400 cm21

(Fig. 6d), RTTOV-7 model performance is poorest—
standard deviations are comparable with instrumental

1 Note that the RTTOV-7 error characterization does not include
vertical discretization (quadrature) errors, which are significant in
subintervals A and D for the RTTOV-7 43-level presure grid (Sher-
lock 2001b).

noise at all wavenumbers (i.e., even between absorption
lines) and biases range from 20.05 to 20.1 K.

We have performed a range of tests described in detail
in Sherlock (2002) using the Matricardi et al. (2001)
water vapor line absorption predictors in regressions
with the University of Maryland, Baltimore County
(UMBC) dependent profile set. However, we do not re-
produce the RTTOV-7 error characteristics (bias, stan-
dard deviation) in the 1400–1600 cm21 interval, and,
in fact, errors do not differ significantly from those de-
scribed here for the Gastropod model. This, combined
with the substantial increase in error reported by Ma-
tricardi et al. (2001) on passing from the dependent to
the independent profile set, tends to call the represen-
tativity of the RTTOV-7 dependent profile set and/or
model formulation [prediction of combined water vapor
line and continuum absorption and absence of dedicated
predictors for foreign continuum absorption (M. Matri-
cardi 2003, personal communication)] into question. A
single predictor, /Wz, in the Matricardi et al. (2001)2aW r

set gives marked reductions in Gastropod maximum bi-
ases in the 1200–1400 cm21 interval. However, because
these maxima are generally associated with interfering
methane absorption and because this predictor was not
a significant predictor in regressions in other channels
or spectral intervals, it was not included in the Gastro-
pod predictor set.
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Independent validation results for the AIRS radiative
transfer algorithm (Strow et al. 2003), based on a set
of 212 TOVS Initial Guess Retrieval (TIGR) profiles,
indicate considerably better model performance than ei-
ther Gastropod or RTTOV-7 in water vapor line centers
in the longwave window region and the H2O n2 band.
With the exception of some channels in the 1250–1380
cm21 and 1575–1625 cm21 intervals, the AIRS-RTA
model errors reported are of less than or on the order
of 0.05 K throughout these spectral intervals. Although
the error characterizations cannot be rigorously com-
pared because of the different profile sets used in model-
error characterization, AIRS-RTA error characteriza-
tions are traced for reference for subintervals B, C, and
D, where water vapor is the principal absorber.

The AIRS-RTA model performance is achieved prin-
cipally through the use of the FAO method for water
vapor absorption and channel-specific sets of water va-
por line absorption predictors. Thus, the results of Strow
et al. (2003) indicate that water vapor absorption can
be modeled to a high degree of accuracy, albeit with a
notable increase in model complexity.

Full quantitative Jacobian error characterizations
have not been performed for either model to date.

4. Impact of radiative transfer model errors on
retrieval accuracy

In operational data assimilation, both accuracy and
computational efficiency are crucial. The latter is a par-
ticular issue for the advanced infrared sounders, with
their many thousands of channels. Redundancy will typ-
ically be minimized through assimilation of a much re-
duced subset of channels with maximum information
content, as discussed in section 3. Further gains in com-
putational efficiency will generally be sought through a
diagonal approximation to the observation error co-
variance matrix, enabling rapid calculation of the as-
sociated matrix inverse [a full matrix inverse requires
O(N 3) floating point operations (flops) for N channels,
as compared with O(N) flops in the diagonal case].

Radiative transfer errors have been characterized in
detail for the Gastropod model in the preceeding section.
Although performance is generally acceptable, modeled
absorption in water vapor line centers does not meet the
usual criteria for model accuracy, that is, forward-model
standard deviations significantly lower than instrumen-
tal noise levels and Jacobian measures of fit of 15 or
less for all profiles. Furthermore, corresponding error
correlations make a significant contribution to the off-
diagonal elements of the observation error covariance
matrix. However, examination of the spectral sampling
characteristics of the ideal channel subset shows many
selected channels lie in the wings of absorption lines,
where model performance is adequate.

In this section we quantify the impact of these ra-
diative transfer model errors on retrieval accuracy in an
operational data assimilation context, using a linear min-

imum variance analysis. Information loss caused by for-
ward-model error is quantified for the full set of AIRS
channels and ideal and actual optimal channel subsets.
Suboptimal retrieval scenarios—retrievals assuming a
diagonal forward-model error covariance matrix and re-
trievals in the presence of Jacobian errors—are then
examined.

a. Method
The a posteriori error covariance of an ensemble of

linear minimum variance retrievals (A) can be expressed
analytically in terms of the a priori error covariance,
observation error covariance, and Jacobian matrices.
This is true both for statistically optimal retrievals and
the suboptimal retrieval scenarios of interest here (Watts
and McNally 1988; Collard 1999). Thus, the impact of
radiative transfer model errors on retrieval accuracy can
be assessed without performing the retrieval step per se.
In this study a priori and a posteriori standard deviations
for each element of the state vector are compared di-
rectly. Derived scalar figures of merit—the degrees of
freedom for signal (the number of statistically indepen-
dent pieces of information in any one measurement),
and the measurement information content (a measure of
the reduction of the volume of state space bounded by
a given value of the probability density function, on
assimilation of the observations; Rodgers 1996)—are
also used to characterize retrieval accuracy.

A restricted but varied set of four profiles—two trop-
ical profiles (ECMWF independent set profiles P002 and
P012), a midlatitude profile (ECMWF independent set
profile P007), and a high-latitude profile (dependent set
profile P030)—have been analyzed. Results for profiles
P002 and P030 documented here are characteristic of
the full set and, notably, of humid/dry atmospheric state
dependencies. Profile P030 is included specifically to
assess the impact of Jacobian accuracy because maxi-
mum Garand measures of fit were noted for dry, high-
latitude profiles.

A single a priori error covariance matrix B—an
ECMWF background error covariance matrix used in
previous retrieval characterization studies (Collard
1999, 1998; Sherlock 2000a)—has been assumed in
channel selection and impact studies. Results apply to
retrievals/analyses in an operational context where the
a priori estimate of atmospheric state is reasonably well
constrained, particularly for the tropospheric tempera-
ture field.

Instrumental noise specifications and the forward-
model error covariance matrix are as described in sec-
tion 3. Reference Jacobians (for Jacobian error impact
studies) were calculated using kCARTA.

b. Impact of forward-model errors on optimal linear
retrievals

Retrieval errors for a perfect forward model (F 5 0,
i.e., R 5 E) and actual forward-model errors (R 5 E 1
F) are compared for profiles P002 and P030 in Fig. 7.
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FIG. 7. Characterization of the impact of forward-model errors on retrieval accuracy for optimal retrievals of
temperature and humidity (specifically, the logarithm of specific humidity, Q) for (a) tropical atmosphere P002 and
(b) high-latitude atmosphere P030.

Forward-model errors in the H2O n2 band give a small
but discernible reduction in the accuracy of tropospheric
temperature and humidity retrievals using the full AIRS
channel set. Maximum increases in the fraction of un-
explained variance are observed for humidity retrievals
above 300 hPa in the high-latitude atmosphere. Similar,
but smaller, reductions in retrieval accuracy are ob-
served for the ideal channel subset.

Forward-model errors modify the spectral sampling
characteristics of the actual channel subset, leading to
a loss of information in upper-tropospheric temperature
and humidity retrievals. However, forward-model errors
in selected channels have practically no impact on re-
trieval accuracy. Information loss is most significant in
the high-latitude-atmosphere humidity retrievals (and to
a lesser extent, temperature retrievals) above 300 hPa.
Here the accuracy of actual channel subset retrievals is
poorer than ideal channel subset retrievals, even when
forward-model errors are taken into account.

Forward-model errors have essentially no impact on
stratospheric temperature retrievals. Small changes in
retrieval errors in the upper stratosphere associated with
the shift in sampling to the CO2 bands are noted, but
their impact on the fraction of unexplained variance is
negligible (a priori errors are on the order of 2–5 K).
No significant changes in retrieval accuracy result from

the suboptimal retrieval scenarios considered here.
Stratospheric temperature retrievals will not be dis-
cussed further.

Corresponding degrees of freedom for signal (dfs)
and measurement information content are tabulated in
the first two columns of Table 3. Forward-model errors
typically lead to the loss of about 2 dfs and 5–10 bits
of information for retrievals with the full AIRS channel
set, about 1 dfs and 2–4 bits of information for retrievals
with the ideal channel set, and 0.2 dfs and 1–2 bits of
information for retrievals with the actual channel set.
When forward-model errors are taken into consider-
ation, the information contents of the two channel sub-
sets are comparable; however, the degrees of freedom
for signal associated with the actual channel set are 0.5–
1 lower than those for the ideal channel set. Even when
forward-model errors are taken into account, the number
of independent pieces of information is greater for op-
timal retrievals using the ideal channel subset.

c. Suboptimal retrieval assuming a diagonal
observation error covariance matrix

Retrieval errors will increase if a suboptimal gain
matrix is assumed for retrievals. Characteristic errors
for suboptimal retrievals in which a diagonal approxi-
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TABLE 3. Degrees of freedom for signal (dfs) and measurement information content (Info, in bits, base e) for full, ideal, and actual
channel subsets, in a range of optimal and suboptimal retrieval scenarios. Atmospheric states are identified by their dataset profile num-
ber, Pnnn.

Scenario

Optimal R 5 E

Dfs Info

Optimal R 5 E 1 F

Dfs Info

Suboptimal R
Diagonal F

Dfs Info

Suboptimal H9
Full R

Dfs Info

Suboptimal H9
Diagonal R

Dfs Info

P002 full
P002 ideal
P002 actual

27.2
20.9
19.5

77.0
51.6
51.0

24.9
19.7
19.1

68.9
47.7
48.0

8.5
19.0
19.0

59.6
46.3
47.5

15.7
18.0
18.4

60.7
45.5
46.3

5.1
17.5
18.3

60.5
45.6
47.0

P030 full
P030 ideal
P030 actual

22.1
16.7
15.1

52.9
34.8
33.5

20.1
15.7
14.9

47.2
32.6
32.3

8.8
15.1
14.8

41.0
31.6
32.0

15.2
13.9
14.4

43.2
31.1
31.7

14.0
13.9
14.4

43.3
31.5
32.2

mation is made to F—and, hence, to the observation
error covariance matrix—are illustrated in Fig. 8a. Op-
timal retrieval errors are traced for reference.

The diagonal approximation has negligible impact on
retrieval errors for the actual channel subset but has a
large impact for retrievals using the full AIRS channel
set. In this case, ignoring interchannel error correlations
leads to errors in upper-tropospheric temperature and
humidity and boundary layer humidity that are com-
parable to or exceed errors in the a priori estimate of
atmospheric state. For these regions, assimilation of data
has no benefit and may even be detrimental. Tests dem-
onstrate that the degradation in retrieval accuracy is due
to the error correlations between channels in water vapor
line centers where forward-model errors make the dom-
inant contribution to the observation error covariance
matrix, as expected.

Because the ideal channel subset includes more chan-
nels in water vapor line centers, retrieval errors are more
sensitive to the specification of the observation error
covariance matrix. Suboptimal retrieval errors are com-
parable to the errors illustrated for the the actual channel
subset and are not included in Fig. 8a, for reasons of
clarity.

Corresponding dfs and information content are tab-
ulated in the third column of Table 3. There is a marked
reduction (;10–20 dfs and 10–20 bits of information)
for suboptimal retrievals using the full AIRS channel
set. More modest reductions of 0.5 dfs and 1–1.5 bits
of information are found for suboptimal retrievals using
the ideal channel subset; reductions of 0.1 dfs and 0.2–
0.5 bits of information are found for the actual channel
subset. In the suboptimal retrieval scenario, the dfs (and
effective retrieval-error standard deviations) are com-
parable for the ideal and actual channel subsets, and the
information content of the actual channel subset tends
to be 0.5–1 bits higher.

It may appear paradoxical that the suboptimal retriev-
al scenario with the maximum information content has
the minimum degrees of freedom for signal, but this
result can be readily understood. Information content
(Info) and dfs can be expressed in terms of the eigen-
values li of the matrix AB21: Info 5 21/2 ln (Pli)
and dfs 5 S 1 2 l i. Consideration of a simple two-

component system and two measurement scenarios (sce-
nario a: l1 5 0.01 and l2 5 0.9 and scenario b: l1 5
0.05 and l2 5 0.8) suffices to show that the retrieval
with the highest information content will not necessarily
have the highest number of degrees for signal.

In suboptimal retrievals with the full AIRS channel
set, the minimum eigenvalues of AB21 remain an order
of magnitude smaller than those for retrievals using se-
lected channel subsets, and this fact dominates in the
estimation of information content. However, there is sig-
nificant reduction in accuracy in the retrieval of many
modes [in some cases the retrieval may be worse than
the a priori estimate (l i . 1)] for suboptimal retrievals
with the full AIRS channel set, leading to a significant
reduction in the dfs. In fact these results suggest dfs
rather than information content may be the most ap-
propriate scalar figure of merit to optimize for channel
selection.

d. Suboptimal retrieval due to Jacobian errors

Retrieval errors will also be increased if modeled Ja-
cobians are in error. Optimal and suboptimal retrieval
errors for the P002 and P030 atmospheres are illustrated
in Figs. 8b and 8c, respectively. The impact of full and
diagonal specifications of the observation error covari-
ance matrix has been examined. Results are illustrated
with dotted and dashed lines, respectively.

Jacobian errors have little impact on retrieval accu-
racy for the actual channel subset, although there is a
small decrease in retrieval accuracy for upper-tropo-
spheric humidity for the high-latitude atmosphere. There
is no significant change in error characteristics with ob-
servation error covariance specification.

Jacobian errors do have a significant impact on re-
trieval accuracy for the full AIRS channel set—errors
in modeled Jacobians degrade temperature and humidity
retrievals throughout the troposphere. Moreover, error
characteristics are sensitive to the specification of the
observation error covariance matrix, particularly for the
tropical atmosphere: when forward-model error corre-
lations are neglected, the impact of Jacobian errors on
retrieval accuracy is much greater.

Because it is perhaps unintuitive, we note that in-
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FIG. 8. Characterization of retrieval accuracy for suboptimal retrieval scenarios. (a) Impact of a diagonal approxi-
mation to the full observation error covariance matrix, high-latitude profile P030. (b) Impact of errors in modeled
Jacobians on retrieval accuracy, tropical profile P002. Associated Garand measures of fit for humidity Jacobians are
#15 for the full AIRS channel set and #10 for the actual channel subset. (c) Impact of errors in modeled Jacobians
on retrieval accuracy, high-latitude profile P030. Associated Garand measures of fit for humidity Jacobians are #20
(exceptionally 40) in the longwave window region and #20 in the H2O n2 band for the full AIRS channel set. Garand
measures of fit for humidity Jacobians are #20 in the longwave window region and #10 in the H2O n2 band for the
the actual channel subset.

creases in temperature errors are in fact due to errors
in modeled humidity Jacobians—errors in modeled tem-
perature Jacobians have essentially no impact on re-
trieval accuracy. Errors in humidity Jacobians affect
temperature retrievals because of the fundamental am-
biguity in partitioning the temperature and humidity sig-
natures for radiance differences in the H2O n2 band:
radiance differences due to differences in a priori and

true humidity profiles are mapped into temperature and
humidity increments in the retrieval step, and vice versa.

As before, because the ideal channel subset samples
more water vapor lines where errors in modeled ab-
sorption are high, retrieval accuracy is more sensitive
to Jacobian errors. Suboptimal retrieval accuracy is gen-
erally comparable for the ideal and actual channels’ sub-
sets for temperature, whereas upper-tropospheric hu-
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midity retrievals are slightly poorer using the ideal chan-
nel subset. There are also slightly larger increases in
errors associated with the diagonal specification of the
observation error covariance, although they are not of
practical significance. Degrees of freedom for signal and
measurement information content for suboptimal re-
trievals with full and diagonal specifications of the ob-
servation error covariance matrix are tabulated in Table
3 for reference.

5. Summary discussion

With the exception of channels in water vapor ab-
sorption line centers and some isolated spectral intervals
with multiple interfering absorbers, the Gastropod mod-
el gives accurate and robust radiative transfer calcula-
tions. Forward-model errors are significantly less than
AIRS instrumental noise specifications and are lower
than noise levels recorded during laboratory perfor-
mance characterization tests. Error inflation is modest
(,30%) on passing from the dependent to independent
set, even in instances in which there is a local extrap-
olation of the regression relations, and errors do not
generally exhibit any marked satellite view angle or
atmospheric state (latitude) dependencies. Garand mea-
sures of fit for temperature Jacobians are less than 10
for all profiles in the dependent set. Humidity Jacobians
are modeled slightly less well: although the upper quar-
tile for the Garand measure of fit is less than 10, max-
imum measures of fit range between 20 and 40. Errors
in modeled water vapor line absorption make a signif-
icant contribution to diagonal and off-diagonal elements
of the observation error covariance matrix, particularly
at wavenumbers less than 1400 cm21. Associated Ja-
cobian measures of fit generally range between 5 and
40.

Based on the linear minimum variance retrieval anal-
ysis, we would expect Gastropod forward-model errors
to have little direct impact on the accuracy of operational
retrievals using channel selections based on actual for-
ward-model errors (the actual channel subset). No sig-
nificant enhancement in retrieval error would be ex-
pected if a diagonal approximation was made to the full
observation error covariance matrix, nor are Jacobian
errors expected to have a significant impact on retrieval
accuracy.

Gastropod forward-model errors do limit the spectral
sampling characteristics of this selected channel subset
in the H2O n2 band, resulting in a loss of information
for upper-tropospheric temperature and humidity. How-
ever, when realistic suboptimal retrieval effects (diag-
onal approximation to the observation error covariance
matrix, Jacobian errors) are taken into account, retriev-
als using the actual channel subset are expected to be
more accurate than those using the ideal channel subset.
Thus, in the case of the Gastropod model there is prob-
ably a small gain in accuracy to be made if actual for-

ward-model errors are taken into account in channel
selection, although it is not essential to do so.

Errors in modeled water vapor absorption in line cen-
ters are expected to reduce the accuracy of optimal tro-
pospheric temperature and humidity retrievals using the
full AIRS channel set. In suboptimal retrieval scenarios,
model errors are generally expected to degrade retrieval
accuracy in the troposphere to levels comparable with
the 130-channel subsets and, in some cases, may de-
grade accuracy to the point that there is no benefit to
data assimilation.

Results indicate that an accurate description of for-
ward-model-error correlations will be essential where
forward-model errors make a significant contribution to
the observation error covariance matrix: neglecting for-
ward-model-error correlations was shown to affect re-
trieval accuracy through the propogation of both ob-
servation errors and correlated Jacobian errors into the
retrieved estimate of atmospheric state.

Forward-model errors have been compared with an
equivalent error characterization for the fixed-pressure-
grid RTTOV-7 AIRS fast model. Forward-model errors
are comparable to those reported for RTTOV-7 for fixed
gas absorption and for water vapor absorption in the
atmospheric window regions. RTTOV-7 performance in
the H2O n2 band is significantly poorer: forward-model
errors are comparable to instrumental noise levels in all
channels in the 1400–1600 cm21 interval.

The implications for retrievals of mid- and upper-
tropospheric temperature and humidity using RTTOV-
7 are threefold. Increased forward-model errors between
absorption lines, comparable to instrumental noise lev-
els, will reduce retrieval accuracy. These increases are
likely to be associated with increased Jacobian errors
and increased levels of interchannel error correlation
within the H2O n2 band. Reductions in retrieval accuracy
associated with suboptimal retrieval scenarios are, there-
fore, also expected to be greater.

Further improvements in FPG model descriptions of
water vapor line absorption are, therefore, required if
AIRS data are to be used to their full potential. More-
over, results presented here suggest that forward-model
errors of less than 0.05 K are required, irrespective of
instrumental noise levels, to ensure that Jacobians are
modeled to required levels of accuracy. Forward-model
errors of #0.05 K have been achieved with the hybrid
FPG–FAO AIRS-RTA model.

Although there is every reason to believe that the
retrieval impact analysis presented here will be repre-
sentative of linear retrieval performance generally, the
analysis should be extended to the full independent pro-
file set and results should be summarized statistically.
Further studies should be undertaken to characterize
model performance—and to examine the impacts of Ja-
cobian errors and diagonalization of R on conver-
gence—in a full nonlinear iterative retrieval framework,
and analyses should be extended to more complete es-
timates of the forward-model error covariance matrix.
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Nonetheless, the limited results presented here clearly
show that it is essential to take suboptimal retrieval
effects into account to make a realistic assessment of
model performance and to provide useful guidance as
to how the Gastropod model should be used in a non-
linear iterative operational data assimilation algorithm.

6. Conclusions

Radiative transfer model errors have been character-
ized in detail for the Gastropod fixed-pressure-grid mod-
el. Forward-model-error characteristics do not compro-
mise the information content of channel subsets appro-
priate for use in operational data assimilation signifi-
cantly, and retrieval accuracy is robust to realistic,
suboptimal retrieval scenarios. The regression model is,
therefore, judged to be adequate for current operational
data assimilation applications.

Errors in modeled water vapor line absorption limit
the accuracy of retrievals using the full AIRS channel
set, and accurate description of forward-model-error
correlations between channels in water vapor line cen-
ters is essential for retrieval accuracy.

Thus, despite recent advances in modeling, fixed-
pressure-grid fast models have yet to demonstrate ad-
equate model accuracy for water vapor line absorption.
Short of a major breakthrough in the regression models
for water vapor line absorption, we do not foresee that
significant improvements in performance will be
achieved with fixed-pressure-grid schemes: the accuracy
of regressions appears to be fundamentally limited by
the magnitude of variability in water vapor abundances
that must be modeled. It would appear that more com-
plex models—the FAO or FPG–FAO hybrid methods
developed specifically to address this problem, for ex-
ample—will be required to exploit advanced sounder
data to its full potential. Even then, many issues, no-
tably, validation of spectroscopic parameter estimates
and appropriate treatment of linearization errors, will
need to be addressed before truly optimal use is made
of information from water vapor line center absorption.
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